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Temperature-concentration phase diagrams for NaxCoO2 "0.5!x!1! are obtained by combining density
functional theory "DFT! in the generalized gradient approximation "GGA! and in the GGA with Hubbard U
correction "GGA+U! with the cluster expansion and Monte Carlo simulation technique. In the GGA, holes are
delocalized over the Co layer, while in GGA+U the charges on the Co layer completely localize, forming
distinct Co3+ and Co4+ cations. The leading interactions in GGA are long-range in-plane electrostatics and
relaxation effects, whereas in GGA+U Co-Co interactions dominate. Comparison of ground states, c-lattice
parameter, and Na1/Na2 ratio with experimental results consistently suggests that GGA is a better approxima-
tion for 0.5!x!0.8.
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I. INTRODUCTION

Sodium cobaltate "NaxCoO2! is a material with excep-
tional electronic and magnetic properties. At high sodium
concentrations a remarkable combination of high electronic
conductivity and high Seebeck coefficient1,2 is observed,
while hydrated NaxCoO2 with low sodium content is a
superconductor.3 The structure of these materials is of par-
ticular importance as mixed Co3+ /Co4+ systems are often
close to a localization and/or delocalization transition.4 Mi-
nor deviations of the local electrostatic potential on Co, such
as those induced by local Na+ order or disorder, may there-
fore significantly influence the electronic state. In this work,
we use an ab initio computational approach to study Na-
vacancy ordering in the two-layer P2-NaxCoO2 ""-NaxCoO2,
0.5!x!1! system as a function of temperature and compo-
sition. By using different electronic structure methods within
density-functional theory #generalized gradient approxima-
tion "GGA! to density-functional theory "DFT! and the GGA
with Hubbard U correction "GGA+U!$, we can investigate
the effect of Co-charge localization and ordering of Na and
vacancies.

NaxCoO2 in the P2 structure can be thought of as a lay-
ered structure with close-packed oxygen layers alternating
with either Na or Co layers. “P2” refers to the notation of

layered structures as first introduced by Delmas et al.5
whereby the first letter "“O,” “T,” or “P”! refers to the nature
of the site occupied by the alkali ion "octahedral, tetrahedral,
or prismatic!, and “2” refers to the number of alkali layers in
the repeat unit perpendicular to the layering. Figure 1"a! is a
perspective on the structure along the layers showing how
the layers are stacked. The oxygen ions "black small spheres
in Fig. 1! stack as %ABBA%ABBA, which is referred as P2
after the notation introduced by Delmas et al.5 Co "gray
small spheres in Fig. 1! occupies the octahedral sites be-
tween the AB arranged oxygen layers, while Na occupies
prismatic sites between the BB "or AA! arranged oxygen lay-
ers. Na can occupy two types of sites: The oxygen prism of
the Na1 site shares its top and bottom faces with CoO6 oc-
tahedra and the oxygen prism around the Na2 sites shares
edges with CoO6 octahedra. Together, the Na1 and Na2 sites
form a honeycomb lattice. Figure 1"b! shows a top view of
NaxCoO2. Note that the Na2 sites in two adjacent layers are
shifted due to the P2 "AABB! stacking of oxygen ions. It is
unlikely that the nearest Na1 and Na2 sites are occupied
simultaneously to avoid overlapping of ions, as they are only
about 1.63 Å apart in Na0.5CoO2,6 which is less than two
times the ionic radius of Na. One would expect that the Na1
site is less preferred than the Na2 site as the Na+-Co3+/4+

distance is smaller in the former.7

FIG. 1. Two perspectives of the layered
P2-NaxCoO2 structure. "a! View perpendicular to
the layers to show the oxygen stacking. "b! Top
view to show relative positions of Na1, Na2, Co,
and oxygens.
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P2-NaxCoO2 can be made with any Na concentration
between 0.64#x#0.74 by direct powder synthesis.8
Chemical6,9 or electrochemical8,10 Na removal and/or inter-
calation from NaxCoO2 can be used to form P2-NaxCoO2
with other compositions. Since Na+ removal is compensated
by a change in electron concentration in the Co-O electronic
states, P2-NaxCoO2 is an excellent system to study the rela-
tions between crystal structure, electronic structure, and
properties.

Despite the enormous interest in P2-NaxCoO2, its struc-
ture as a function of Na concentration is not fully character-
ized. Experimental10–14 and theoretical11,15–17 work has led to
proposed structures for several Na-vacancy ordered states.
The ground-state ordering of Na0.5CoO2 has been determined
experimentally with electron diffraction12,14 and is in agree-
ment with results from first-principles calculations.15,16

Based on experiments three ordering schemes are proposed
at the composition Na0.75CoO2, namely, the “droplet” phase
by Roger et al.11 from neutron diffraction with 2&3ahex
$2&3ahex ordering and formation of isolated three-Na1
droplet motifs, the “stripe” phase by Geck et al.13 from high
energy x-ray diffraction with 2ahex$2&3ahex ordering and
formation of three-Na1 and three-Na2 droplet motifs that are
connected by two corners each to droplets of the same type,
and the “diamond” phase by Zandbergen et al.12 from elec-
tron diffraction with 4ahex$&3ahex ordering and formation
of connected diamond such as Na1 and Na2 motifs. The
“diamond” phase is also computationally suggested as a
ground state by Zhang et al.,16 however, detailed first-
principles calculations by Meng et al.17 show that a different
“zigzag” structure with 4ahex$&3ahex ordering where Na1
orders in a zigzag pattern has lower energy. At higher com-
positions, such as x%0.85, six-Na1 droplet patterns,15,18

analogous to the three-Na1 droplet motifs by Roger et al.,11

are suggested by computation.
Understanding and predicting the Na-vacancy ordering is

complicated by the fact that the Co ions have an average
valence between +3 and +4, and the nature of this mixed-
valence state is under considerable dispute. Whether or not
charge localizes on Co and forms distinct Co3+ and Co4+ ions
is an important issue that will affect Na-vacancy ordering.
Bond length analysis from neutron diffraction shows delocal-
ization of Co charge in Na0.5CoO2;6 however, magnetic-
susceptibility and conductivity measurements suggest that at
low temperatures Na0.5CoO2 is a charge-ordered insulator.19

Magnetic susceptibility and conductivity measurements also
suggest that NaxCoO2 is a Curie–Weiss metal at 0.5#x
#0.75 and is in a weak-moment magnetically ordered state
at x&0.75, possibly because of spin-density waves. Specifi-
cally, at x=0.65 "Ref. 20! and '2 /3 "Ref. 19!, these mea-
surements imply delocalization of Co charge. On the other
hand, partial localization of Co charge is suggested at x
=0.75 based on observation of a magnetic transition21 and
from the results of muon spin rotation and relaxation22 and
neutron scattering23 measurements. At x=0.82, the presence
of superstructures with antiferromagnetic ordering observed
by neutron-scattering measurements also suggests partial
localization of charge on Co.24 Band calculations on
Na0.5CoO2 in the local-spin-density approximation by
Singh25 suggest a ferromagnetic instability of itinerant half-

metallic character, and a delicate insulating phase is observed
by band calculations on Na0.5CoO2 using the local-density
approximation with Hubbard U correction "LDA+U! by Lee
and Pickett.26 Both delocalized and localized Co4+ holes ex-
ist depending on the local Na arrangement. Some evidence
exists for a strong coupling between the Na positions and
charge on the Co ion. Marianetti and Kotliar7 proposed a
computational model within the dynamic mean field theory
"DMFT! in which a Co4+ hole that is nearest neighbor to a
Na1 is penalized by 400 meV. Hence the occupancy of the
Na1 sites in this model reduces the number of Co ions over,
which holes can delocalize and encourages Co4+ localization.
Comparing results from the GGA and GGA+U methods,
Huang et al.14 showed that at Na0.75CoO2, the Na-vacancy
ordering is strongly coupled with Co3+ /Co4+ charge order-
ing.

Phase transition temperatures of NaxCoO2 have been ex-
perimentally measured at key compositions. At x=0.5, elec-
tronic and magnetic transitions have been observed at 87, 53,
and 20 K.14 Structural transitions at 210 and 410–470 K have
been observed by electron diffraction,27 and incipient local-
ization of holes is reported to be evident at 300 K.19 At x
=0.75, a magnetic ordering is found below 22 K,28 and re-
sistivity transitions are observed at approximately 285 and
315 K.11 At x=0.65, no magnetic transition has been found
down to 2 K.28

Experimentally it is difficult to obtain the exact stoichi-
ometry. Chou et al.29 pointed out the possibility of oxygen
nonstoichiometry in NaxCoO2 on single crystals prepared
with the floating zone method. Na0.75CoO2 prepared with the
floating zone method was observed to cross two tie lines
upon heating close to 1020 °C. Oxygen deficiency levels of
''0.073 was observed in Na0.7CoO2-' prepared in air30 and
''0.08 was observed in Na0.75CoO2-' prepared in an oxy-
gen atmosphere.29 Oxygen deficiency is important as it
modifies the relation between the Na content and the average
Co-valence. In addition, for example, in samples prepared
with the floating zone method, CoOx formation has been sug-
gested both by magnetic-susceptibility measurement31 and
differential thermal analysis.29 Samples with Na concentra-
tion lower than x=0.7 are usually prepared by removal of Na
with I2 from Na0.75CoO2,6,9 and in this case, composition
control of the final product is very difficult. Electrochemical
methods to alter the Na content8,10 offer better control pro-
vided that the composition of the initial compound is accu-
rately determined.

In this paper, we used ab initio methods to study the
temperature-composition phase diagram of P2-NaxCoO2 for
x%0.5. The dependence of the energy on Na-vacancy con-
figuration "or Co3+ /Co4+ configuration! is expanded using
the cluster expansion technique32–49 so that Monte Carlo
simulations can be used to equilibrate the system at nonzero
temperature. We use both the GGA and GGA+U for the
phase diagram construction, allowing us to understand how
charge localization on Co affects the Na-vacancy ordering.
The objective of this paper is to computationally obtain the
key interactions in this material, the ordered states, and their
transition temperatures at different Na concentrations and to
gain an understanding of the role that possible Co3+/4+ charge
localization plays on the phase diagram.
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II. METHODOLOGY

A. First-principles calculations

Our approach is to use the well-established cluster expan-
sion approach to the prediction of phase diagrams from first
principles.32–49 The cluster expansion parameterizes the en-
ergy of the system as a function of the occupation of the sites
on which the configurational disorder problem is defined. In
this case the cluster expansion is defined on the possible sites
of the Na sublattice as well as on the Co sublattice "for the
GGA+U approach only!. The cluster expansion captures the
accurate energies of the DFT calculations, and a finite tem-
perature behavior of the system is sampled with Monte Carlo
simulations.

First-principles calculations on various ordered arrange-
ments were performed in the spin-polarized GGA or GGA
+U method. Core electron states were represented by the
projector augmented-wave method50 as implemented in the
Vienna Ab Initio Simulation Package "VASP!.51 All Co4+ spins
were initialized ferromagnetically. Co3+ has no net spin as it
is low spin in these materials. The Perdew–Burke–Ernzerhof
exchange correlation52 and a plane-wave representation for
the wave function with a cutoff of 450 eV were used. Both
internal coordinates and unit-cell lattice parameters were
fully relaxed, unlike in previous work,13,15,16 where the unit-
cell lattice parameters were fixed. Full relaxation has been
reported to be crucial in identifying the correct order of
phase stability.18 The Brillouin zones were sampled with a
mesh including the gamma point. The density of the mesh
for all calculations is approximately one point per 0.01 Å−3.
In the GGA+U calculations, the Hubbard U value in the
Hamiltonian "Ueff=U−J, or afterward simply U! is taken to
be 5 eV for Co. This value for U is between the values of
U=4.91 eV for Co3+ and U=5.37 eV for Co4+ obtained
with first-principles perturbation theory in LixCoO2.53 While
GGA+U "or LDA+U! is most often used to open up a Hub-
bard gap in the electronic structure, it was previously shown
that in related systems it also has a significant and meaning-
ful effect on the energy. As it removes the self-interaction in
the metal d orbitals, it leads to strong charge localization,
significant changes in the ground-state structures,54–56 and
more accurate redox energies.53,57 A value of U=5 eV is
sufficient to cause hole localization in Na0.5CoO2 "Ref. 58!
and is consistent with our previous work on Na0.75CoO2,17

but slightly higher than the value in the work by Wang et
al.15 "U=4 eV!. The rotationally invariant approach to
GGA+U by Liechtenstein et al.59 was used for calculations
in this work for consistency with previous work,17 different
from the rotationally invariant approach by Dudarev et al.60

used by Wang and Ni.15

B. Cluster expansion

To model partially disordered states at finite temperatures,
the cluster expansion method is used. This methodology is
well established for alloys39–47 and has previously been used
to study Li and/or vacancy disorder in layered systems, such
as LixCoO2,32,48,49 LixNiO2,33 and LixNi0.5Mn0.5O2.34,35 In the
NaxCoO2 system, the Na sites are described by a lattice
model, with variables describing whether Na or a vacancy

sits on each site. The essential idea is to expand the energy of
the system in terms of these variables. For the GGA approxi-
mation, using the occupation variables (=1 for Na and (=
−1 for vacancies for Na sites, the Hamiltonian becomes

Ev
predict = C + (

i!Na1 site
VNa1(i + (

i!Na2 site
VNa2(i + (

i,j
Vij(i( j

+ (
i,j,k

Vijk(i( j(k + ¯ . "1!

Here, En
predict is the predicted energy for structure ), C is a

constant, and V are the effective cluster interactions "ECI!.
The point terms are broken out explicitly in Na1-type and
Na2-type sites in Eq. "1!. The energy difference of Na on
Na1 and Na2 sites, averaged over all possible occupations
surrounding the sites is given by 2"VNa1−VNa2!. The indices
i, j, and k are labels of sites in the interaction cluster.

In the GGA+U approximation, the additional problem of
organizing charge occupancy on Co3+ /Co4+ appears, and the
Na and/or vacancy and Co3+ /Co4+ sublattices interact with
each other. Such a system with two partially disordered sub-
lattices, which interact with each other can be studied with a
coupled cluster expansion.35,36,61 A coupled cluster expansion
is essentially an expansion in the product basis of the con-
figurational functions "clusters! defined on each sublattice.62

A similar approach was recently used to capture the interac-
tion between disorder of Li and/or vacancy and Fe2+ /Fe3+

disorder in LixFePO4.36 The GGA+U cluster expansion
Hamiltonian becomes

Ev
predict = C + (

i!Na2 site
VNa2(i + (

i!Co site
VCo*i + (

i,j
Vij(i( j

+ (
i,j

Vij(i* j + (
i,j

Vij*i* j + (
i,j,k

Vijk(i( j(k

+ (
i,j,k

Vijk(i( j*k + (
i,j,k

Vijk(i* j*k + (
i,j,k

Vijk*i* j*k + ¯ ,

"2!

where the occupation variables are (=1 for Na and (=−1
for vacancies at Na sites, and *=1 for Co3+ and *=−1 for
Co4+ at Co sites. Note that due to the charge balance con-
straint,

(
i!Na1 site

(i + (
i!Na2 site

(i − (
i!Co site

*i = const, "3!

one interaction term for a point variable must be removed. In
our cluster expansion, the ECI for the Na1 point term was
removed. Hence the point ECI for Na2 and Co3+ /Co4+ are
taken with respect to this term.

While in principle the expansion of Eqs. "1! and "2! has to
be summed over all pairs, triplets, quadruplets, and larger
clusters of sites, in practice relevant cluster interactions can
be selected on the basis of how well they minimize the
weighted Cross-Validation "CV! score, which is a means of
measuring how good the cluster expansion is at predicting
the energy of a structure not included in the fit.63 Truncation
amounts to neglecting the effect of configurational details
beyond a certain range on the energy, and only taking the
average interaction into account. The cluster expansion is
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obtained through an iterative approach, whereby energies of
newly predicted ground-state candidate structures and other
relevant structures suggested by previous cluster expansions
are added into the training set of energies and structures used
to fit the ECIs. The final GGA cluster expansion was fitted to
the energies of 211 different Na-vacancy configurations, and
the final GGA+U cluster expansion was fitted to the energies
of 131 different Na-vacancy and Co3+ /Co4+ configurations in
the concentration range 0.5!x!1. The maximum size of
the unit cell is 42 f.u. in GGA and 40 f.u. in GGA+U. One
f.u. contains one Co unit. Structures with different shape and
size were calculated to search for ground states. In GGA
+U, both the Na-vacancy and Co3+ /Co4+ configurations
were independently changed, although charge neutrality was
maintained. Although automated schemes to find relevant
structures to include in the cluster expansion training set ex-
ist, such as in the MAPS code,63 structures were picked “by
hand.” Structures similar to those with energies on or close
to the convex hull were investigated in detail and were more
heavily weighted in obtaining the CV score.

In the GGA cluster expansion, to capture the slowly de-
caying long-range electrostatic interactions in the Na layers,
it was necessary to subtract a “background cluster expan-
sion” prior to fitting the first-principles energies to the cluster
expansion. The background cluster expansion is defined as

Ev! = (
In-plane pair

Vij!(i( j , "4!

with

Vij! = A
erfc"+rij!

+rij
. "5!

Here, rij is the distance in angstroms between two sites i and
j forming the pair cluster. A "magnitude! and + "decay
length! are constants that are manually chosen. The back-
ground interaction Vij! has the same form as the real-space
term in an Ewald summation, which was shown to reproduce
well low-energy structures in ionic systems governed by un-
screened electrostatic interactions.64

The cluster expansion in Eq. "1! is fitted to energies
EGGA,)−E)! instead of directly fitting to first-principles ener-
gies EGGA,). The phase space for which first-principles ener-
gies can be obtained is limited since Na1-Na2 nearest-
neighbor "NN! simultaneous occupancy cannot be stabilized
in both GGA and GGA+U approximations due to overlap-
ping of ions, and Na1-Co4+ NN simultaneous occupancy
drastically increases the energy in the GGA+U approxima-
tion due to strong electrostatic repulsion. Therefore, clusters
that include the Na1-Na2 NN pair cluster or Na1-Co NN pair
cluster "in the GGA+U cluster expansion! as a subcluster
were not included in the cluster expansion. To discourage the
formation of such pairs in the Monte Carlo simulations, a
penalty of 1 eV per Na1-Na2 NN simultaneous occupancy
and 400 meV per Na1-Co4+ NN simultaneous occupancy
was added. The exact magnitude of the Na1-Na2 NN pair
penalty is not important since as long as these configurations
do not appear in the simulation they do not affect the value
of the average energy. However, since there is no overlap of

ions involved, there is no reason to limit Na1-Co4+ NN si-
multaneous occupancy in Monte Carlo simulations at high
temperatures, and the magnitude of this penalty is chosen to
be the same as the value in Marianetti and Kotliar.7 A cluster
expansion that involves penalties to limit accessible phase
space was previously implemented in the LiNi0.5Mn0.5O2
system.35

C. Monte Carlo simulations

Grand Canonical Monte Carlo simulations with the Me-
tropolis algorithm65 were conducted for both the GGA and
GGA+U based cluster expansion to investigate ground states
and obtain phase diagrams. Monte Carlo cells with up to
approximately 30 000 Na sites "15 000 f.u.! were used. For
the cluster expansion based on the GGA approximation,
80 000 equilibrium passes and 120 000 sampling passes
were used at 10 K intervals for calculations at fixed chemical
potential, and at least half the number of passes were used
when the chemical potential was scanned at fixed tempera-
ture. The perturbation in the Metropolis algorithm was a sign
inversion of the occupation variable in one site, and one
sampling pass amounts to one possible perturbation for each
site on the lattice.

In the GGA+U calculations, 40 000 equilibrium passes
and 60 000 sampling passes were used at 10 K intervals for
temperature scans at fixed chemical potential, and half this
number of passes for chemical-potential scans at fixed tem-
perature. The perturbation for the Metropolis algorithm was
chosen with the following algorithm to ensure charge bal-
ance.

"1! Choose a first site randomly.
"2! Choose a second site randomly.
"3! If inverting the occupation variables in both sites

changes the charge balance, discard the choice of the second
site and go to "2!.

"4! Else, the perturbation is inverting the occupation vari-
ables in both sites.

One sampling pass amounts to one possible selection as
the first candidate site for inversion per site on the lattice.
Some phase-transition temperatures are obtained by looking
at discontinuities in concentration or formation energies,
while transition temperatures that cannot be determined by
visual inspection of discontinuities, such as when there is
significant hysterisis, are obtained by free-energy integration.
The free energy ,"T ,-!= )E*−TS−-)N* can be calculated
by the integration ,"T0 ,-!=,"T0 ,-0!−+-0

- )N"T0 ,-!*d-
on a fixed temperature trajectory, or ,"T ,-0! / kT
= ,"T0 ,-0! / kT0 ++T0

T ,)E"T ,-0!*−-)N"T ,-0!*-d. on a fixed
chemical-potential trajectory. Here, T is the temperature, - is
the chemical potential, N is the concentration, .=1 /kT, and
k is the Boltzmann constant. The free energy for ordered
phases are obtained by integrating the grand canonical en-
ergy )E*−-)N* from low temperature on a fixed chemical-
potential trajectory. The free energy for the disordered phase
is obtained by first integrating the concentration )N* from x
=1 over chemical potential at a temperature, which is above
the order-disorder temperature for all ordered phases "650 K
for GGA and 750 K for GGA+U calculations! and then in-
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tegrating )E*−-)N* over temperature with fixed chemical
potential. Brackets indicate thermodynamically averaged
quantities.

III. RESULTS

A. Generalized gradient approximation

1. Formation energies and ground states

Figure 2"a! shows the GGA formation energy per f.u.,
which is the energy of a structure compared to phase sepa-
ration into the lowest-energy structures with P2 stacking at
x=0.5 and x=1. A large number of structures close to the
convex hull were calculated since it is crucial to obtain the
correct ground states and to accurately obtain the energy
scale of the low-energy excitations to compile an accurate
phase diagram. Some structures with large excitation ener-
gies are also necessary to “pin” such structures at high en-
ergy in the cluster expansion so their local environments of
high-energy structures do not form in the Monte Carlo simu-
lations.

The dotted line in Fig. 2"a! shows the convex hull when
O3-NaCoO2 "shown with the gray diamond! is considered as
an end member. O3-NaCoO2 is the ground state for
NaCoO2,66 where oxygen ions are stacked as ABCABC and
Na and Co occupy octahedral sites in alternating layers; its
energy is 45 meV/f.u. lower than that of P2-NaCoO2. This is
why even in electrochemical experiments it is difficult to
obtain single phase P2-NaxCoO2 with Na concentrations
above x%0.8. When O3-NaCoO2 is added on the convex
hull, two ground states at x'0.84 and 0.86 are removed
from the convex hull.

Figures 2"b!–2"j! show in-plane Na ordering patterns of
the ground state. The ground states can be grouped into three
types of ordering patterns:18 The “row” pattern for x=0.5
#=2 /4, Fig. 2"b!$,12,14 0.56 #=5 /9, Fig. 2"c!$, and 0.6 #=3 /5,
Fig. 2"d!$, in which Na1 sites order in rows parallel to the
a1+2a2 direction with single or double Na2 rows interdis-

persed; the “large zigzag” pattern for x=0.67 #=4 /6, Fig.
2"e!$ and 0.71 #=5 /7, Fig. 2"f!$, where Na1 sites form a
zigzag pattern with distance 2%a1% between nearest Na1 sites;
and the “droplet” pattern for x=0.77 #=10 /13, Fig. 2"g!$,
0.81 #=13 /16, Fig. 2"h!$, 0.84 #=16 /19, Fig. 2"i!$, and 0.86
#=18 /21, Fig. 2"j!$, where three Na1 form droplet motifs. A
justification for why these patterns occur is given in our pre-
vious work.18

2. Cluster expansion

Figure 3 shows the clusters included in the GGA cluster
expansion. In-plane pair clusters that only contribute to the
background are not shown. The circles at the intersections of
the lines correspond to Na1 sites, and the circles inside the
triangles represent Na2 sites. In one Na layer, Na2 sites are
either all at the center of up-pointing triangles or all at the
center of down-pointing triangles. These two occupancy pat-
terns alternate as a result of P2 stacking. Circles in black
correspond to sites in one layer, and circles in gray represent
sites in an adjacent layer. The weighted CV score of this
cluster expansion was 4.37 meV/f.u. The root mean square
"rms! error was 3.29 meV/f.u. Within the set of structures
calculated by first-principles, in-plane ordering of the cluster
expansion ground-state structures matches the ordering of
the first-principles ground states.

Figure 4 shows the total ECI "including background! for
the GGA cluster expansion. Although all clusters are not
shown, the nonzero background shown as the curve in Fig. 4
is applied to in-plane pair clusters up to 18 Å "the Na1-Na1
NN distance is 2.93 Å!. The background ECI used was Vij!
=12#erfc"0.095rij! /0.095rij$ "meV!. We can clearly observe
that both in-plane and out-of-plane interactions are repulsive
and convex decayings, and that the out-of-plane interactions
decay much faster than the in-plane interactions. Our treat-
ment of out-of-plane interactions as weaker—but not
negligible—interactions compared to in-plane interactions is
different from previous computational work, where electro-
static interactions out-of-plane and in-plane were not

FIG. 2. "a! First principles GGA formation energy per formula unit. The bold solid line shows the convex hull. The convex hull changes
to the dotted line when formation of O3-NaCoO2 "gray diamond! is allowed. #"b!–"j!$ In-plane ordering of the GGA ground states at "b!
x=0.5, "c! 0.56 "5/9!, "d! 0.6, "e! 0.67 "4/6!, "f! 0.71 "5/7!, "g! 0.77 "10/13!, "h! 0.81 "13/16!, "i! 0.84 "16/19!, and "j! 0.86 "18/21!,
respectively. Legend: gray circles, Na1 and black circles, Na2. The bold lines indicate unit cell. The symbols + and . in "b! indicate the
distinction of + and . sites for order-parameter calculation on the Na1 sublattice.
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distinguished.11,16 Furthermore, the magnitude of the pair in-
teractions seems insensitive as to whether the sites in the pair
are Na1 or Na2 sites. Table I shows the sum of the back-
ground ECIs and the fitted ECIs for clusters with nonzero
value of the fitted ECIs. The cluster numbers in Table I cor-
respond to the numbers in Fig. 3. The Na1-Na2 site energy
difference 2"VNa1−VNa2! from Table I is 61 meV/Na, which
has the same magnitude compared to previous calculations
"67 meV in Zhang et al.16!.

The key interactions in NaxCoO2 were previously consid-
ered to be electrostatic in-plane11,16 or short-range pair
interactions.15 Contrary to these speculations, in the GGA
approximation we find that there are three different types of
interactions, namely, strong long-range in-plane electrostatic
interactions, strong relaxation effects, and weak short-range
out-of-plane interactions. The in-plane screening mechanism
is weak since they are less screened by the oxygen ions com-
pared to out-of-plane interactions that extend over oxygen
layers. In addition to electrostatic interactions, relaxation ef-
fects are necessary to accurately capture the energetics of the
system; therefore, many triplet clusters had to be included in
the cluster expansion. There is “empty space” between Na1
and patches of Na2 because simultaneous Na1-Na2 NN oc-
cupancy is not possible. Relaxation reduces this empty space
in first-principles calculations. For example, in the ground-
state structures for x=0.67, 0.71, and 0.76 #Figs. 2"e!–2"g!$,
the average relaxed Na1-Na2 second nearest-neighbor dis-
tance "corresponding to cluster 9 in Fig. 3! was consistently
about 0.15 Å, or about 5% shorter than the distance on an
ideal hexagonal lattice with the same cell volume. These
relaxation effects can only be correctly captured by including
triplets, or higher order clusters in the cluster expansion. The
importance of capturing Na1-Na2 distances is shown by the
fact that most significant triplets include a Na1-Na2 pair
cluster as a subcluster #see Fig. 3"b!$.

3. Phase diagram

Figure 5 shows the phase diagram obtained with the GGA
cluster expansion. The in-plane ordering of the ground states
at x=0.5, 0.6, 0.67, 0.71, 0.77, and 0.81 are those shown in
Fig. 2. Somewhat surprisingly, all the ordered phases are line
compounds, tolerating very little off-stoichiometry. The
phase-transition temperatures were obtained by free-energy
integration. In the region 0.5#x#0.6, Monte Carlo cooling
simulations suggest short-range ordered structures with
lower energy than the two-phase coexistence between known
ordered patterns at x=0.5, 0.56 "5/9!, and 0.6. One example
of such a short-range ordered structure is shown in Fig. 6, a
snapshot of a Monte Carlo cooling simulation at 100 K and
x'0.56. We could not identify any regular pattern in these
simulations. Upon heating the first-principles ground state
at x=0.56, the energy monotonically increases until T
'230 K, above which the energy decreases and the struc-
ture disorders. In principle, along an equilibrium path, the
energy cannot decrease with temperature; thus, it gives fur-
ther indication that a lower energy configuration must exist
other than the one we identified. Detailed discussion of the
short-range ordered structures is given later. For composi-
tions 0.6!x!0.81, the only ordered phase that persists to
room temperature "300 K! is at x=0.67. In the composition
range 0.85#x#1, ground states have six-Na1 droplet
motifs15,18 analogous to the three-Na1 droplet motifs in Fig.
2. These six-Na1 droplet motifs are predicted to be ground
states in the cluster expansion; however, we were unable to
obtain a structure with six-Na1 droplet motifs as a ground
state in first-principles calculations, possibly due to the fact
that the optimum stacking of the in-plane ordered Na layers
along the chex axis was not identified. The transition tempera-
tures shown as dotted lines in the phase diagram in Fig. 5 are
a lower bound.

Figure 7"a! shows the Na concentration, Na1/Na2 ratio,
and Na1 order parameter in a Monte Carlo simulation where
the system is heated at fixed chemical potential correspond-
ing to x'0.5. The Na concentration does not change much

FIG. 3. Clusters with ECI different from the background in-
cluded in the GGA cluster expansion. The circles at the intersec-
tions of the lines correspond to Na1 sites, and circles inside tri-
angles represent Na2 sites. The circles in black correspond to sites
in one layer, and the circles in gray represent sites in an adjacent
layer. "a! Point and pair clusters. "b! Triplet clusters.

FIG. 4. Pair ECI for the GGA cluster expansion. Although all
clusters are not shown, the nonzero background shown as the curve
Vij!12erfc"0.095rij! /0.095rij is applied to in-plane pair clusters up to
18 Å "the Na1-Na1 NN cluster distance is 2.93 Å!. The ECI
shown are the sum of the background ECIs and the fitted ECIs. IP,
in-plane and OP, out of plane.
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with temperature; however, the Na1/Na2 ratio drops sharply
at around 300 K. The order parameter is a measure of disor-
der and is 1 when fully ordered and 0 when fully disordered.
For Na0.5CoO2, Na1 sites are split into + and . sites. Figure
2"b! shows the positions of + and . sites. Na1 #large gray
circles in Fig. 2"b!$ may occupy + sites but not . sites at 0
K. Defining the concentration of Na1 on + and . sites as c+
and c., respectively, the concentration of Na1 on + sites in
the fully ordered state is c+0=0.5, and the concentration of
Na1 on . sites in the fully ordered state is c.0=0, the order
parameter is given by

c+ − c.

c+0 − c.0
= 2"c+ − c.! . "6!

In Fig. 7"a!, the order parameter drops from approximately 1
to around 0 at about 300 K, exactly where the change in
Na1/Na2 ratio is observed. Figure 7"b! shows a snapshot of a
Na layer at 320 K. It is clear that the Na arrangement is
disordered at this temperature.

TABLE I. ECIs per meV in the cluster expansion for the GGA.

Points
Cluster ECI

1 939.65
2 908.94

Pairs "excluding clusters with background contribution only!
Na1-Na1 Na1-Na2 Na2-Na2

Cluster ECI Cluster ECI Cluster ECI
3 58.72 8 250.00 14 56.99
4 34.20 9 45.09 15 39.15
5 23.73 10 31.72 16 21.75
6 9.21 11 20.31 17 8.25
7 7.56 12 2.16

13 5.09
18 5.45 20 1.03 23 1.12
19 −0.88 21 −1.03 24 −1.46

22 −0.43
Triplets

Cluster ECI Cluster ECI Cluster ECI
25 −20.48 31 −2.67 37 −10.31
26 −11.56 32 11.60 38 5.35
27 −11.56 33 3.63 39 4.41
28 −27.02 34 4.56 40 −4.69
29 2.32 35 8.04 41 7.94
30 9.59 36 −0.89

FIG. 5. GGA phase diagram obtained by Monte Carlo simula-
tion from the cluster expansion in Table I.

FIG. 6. Snapshot of a Na layer in a Monte Carlo cooling simu-
lation at 100 K, concentration x'0.56, GGA approximation. Leg-
end: gray circles, Na1 and black circles, Na2.
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The order-disorder temperature in the heating simulation
of Fig. 7"a! is approximately 300 K, higher than the 220 K
shown in the phase diagram in Fig. 5. This difference reflects
the strong first-order character of the transition. In Monte
Carlo simulations, phase transitions require that intermediate
states between old and new states are accessible. If the en-
ergy levels of the intermediate states are high, increased tem-
perature is necessary to bring the system from the metastable
state to the stable state. In perfectly ordered states at higher
Na concentrations, such as above x&0.5, there are no low-
energy excitations accessible to bring the system to the dis-
ordered state. As long as the ordering is perfect, there are no
sites where Na can be added because simultaneous Na1-Na2
NN occupancy is prohibited. The system can disorder only
by first making space through annihilating some Na, and
then filling back the space by adding Na. The high energy
required to overcome this excitation step is feasible only at
elevated temperatures compared to the true transition tem-
perature.

To obtain a sense of the reliability of the computed tran-
sition temperatures, the change in phase-transition tempera-
ture when the formation energy of the ground state is shifted
by 1 meV/f.u. is calculated. This energy is added and/or sub-
tracted to the ground-state energy but no change is made to
the ECI. As a result, a lower and/or higher transition entropy

is required at the transition. The extent of change can char-
acterize the effect of inaccuracy in the cluster expansion on
the phase-transition temperature. The sensitivity or change in
phase-transition temperature with +1 meV shift in ground-
state energy /Tc //Eshift for key phases was for x=0.5,
−70 K; x=0.67, −40 K; x=0.77, −40 K; and x=0.87 "six-
Na1 droplet!, −70 K. In general, transition temperatures are
more reliable for high transition temperatures since the free
energy drops more steeply with change in temperature. How-
ever, the transition temperature for six-Na1 droplet phases
are less reliable compared to those of x'0.67 and 0.77.

Note that if the ordered structures are line compounds,
then the shift in transition temperature can be estimated from
the entropy of the disordered state,

/Tc = /Eshift/Sdisorder. "7!

The large shift /Tc in the transition temperature Tc with a
small shift in formation energy /Eshift implies small entro-
pies in the disordered states. One reason is that the restriction
of Na1-Na2 NN simultaneous occupancy severely limits the
number of possible Na ordering patterns; therefore, the Na
layer is not totally disordered, and the entropy of the “disor-
der” phase is decreased.

B. GGA+U

1. Formation energies and ground states

Figure 8"a! shows the GGA+U formation energy per f.u.
In contrast to the GGA result, the number of ground states is
very small "five including the two end members! in the
GGA+U approximation, although calculations have been
conducted at 14 concentrations. The dotted line in Fig. 8"a!
shows the convex hull when O3-NaCoO2 "shown with the
gray diamond! is considered as an end member. The GGA
+U energy of O3-NaCoO2 is 44 meV/f.u. lower than that of
P2-NaCoO2.

Figures 8"b!–8"e! shows the ground-state structures at x
=0.5 #=2 /4, Fig. 8"b!$, 0.6 #=3 /5, Fig. 8"c!$, 0.67 #=4 /6,
Fig. 8"d!$, and 0.75 #=9 /12, Fig. 8"e!$. The Na layer ordering
patterns for x=0.5 and 0.67 is the same as these in the GGA
calculations; however, at x=0.75 the droplet ordering found
in GGA+U is not a ground state in GGA. For each ground
state, the stacking in the c-axis direction is such that Na1
between adjacent layers are positioned as far away from each
other as possible and Co4+ stack on top of each other.

Strong ground states occur only at concentrations where
the Co ordering pattern is commensurate with the symmetry
of the Na lattice.18 At x=0.5, 0.67, and 0.75, Co orders with
a supercell of ahex$&3ahex, &3ahex$&3ahex, and 2ahex
$2ahex, respectively. The Na layer ordering for these struc-
tures is 2ahex$&3ahex, 2&3ahex$2&3ahex, and 2&3ahex
$2&3ahex, respectively.

2. Cluster expansion

Figure 9 shows the clusters included in the GGA+U clus-
ter expansion. As in the GGA, the empty circles at the inter-
sections of the lines correspond to Na1 sites, and empty
circles inside triangles represent Na2 sites. The filled circles

(b)

(a)

FIG. 7. "a! Na concentration, Na1/Na2 ratio, and Na1 order
parameter for a Monte Carlo heating simulation near x=0.5 "GGA
approximation!. "b! Snapshot of a Monte Carlo cell at 320 K after
transition. Legend: gray circles, Na1 and black circles, Na2.
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correspond to Co sites. The weighted CV score of this cluster
expansion was 9.33 meV/f.u., and the rms error was 3.12
meV/f.u. Within the structures calculated by first principles,
in-plane ordering of cluster expansion ground-state struc-
tures matches the ordering of first-principles ground states.
Figure 10 shows the ECI for the GGA+U cluster expansion.
The Na-Co ECI has been multiplied by −1 to show interac-
tions between more electrostatically repulsive species with a
positive value. The Na1-Na2 NN and Na1-Co4+ NN simul-
taneous occupancy penalties have been added in the ECI.
The Co NN pair is the strongest interaction, being almost
four times higher in magnitude than the second strongest pair
interaction. For this reason, strong ground states in Fig. 8 all
have a well-ordered Co3+ /Co4+ layer "x=0.67 with &3ahex
$&3ahex ordering and x=0.75 with 2ahex$2ahex ordering!.
The values of the ECI are shown in Table II. The cluster
numbers in Table II correspond to the numbers in Fig. 9.
Contrary to the GGA, insight on the Na1 and Na2 site energy
difference cannot be obtained from the ECI in Table II since
the magnitude of the Na1-Co4+ NN penalty affects the Na2
point term ECI. It could be argued that the Co interactions
are too strongly represented in the cluster expansion, as a
consequence of a too large value of U. U=5 eV /Co gives
the right average electrochemical potential between 0.5!x

!0.8 8 "details in Sec. IV!; however, it may not be the op-
timum value of U to model partial charge localization, which
is often observed in this material. However, our phase dia-
gram results can be taken as a representation of the extreme
scenario of complete charge localization.

3. Phase diagram

Figure 11 shows the phase diagram obtained with the
GGA+U cluster expansion. The ground states at x=0.5, 0.67
"2/3!, and 0.75 are shown in Figs. 8"b!, 8"d!, and 8"e!, re-
spectively. The order-disorder temperatures are typically
higher than those in the GGA phase diagram, and the three
ordered states are all stable at room temperature. In the re-
gion 0.5#x#0.67, our Monte Carlo simulations again sug-
gest structures with short-range order that have lower energy
than phase coexistence between known ordered patterns at
x=0.5, 0.6, and 0.67. Similar to the short-range order region
in the GGA result, we could not identify any regular ordering

(a)

FIG. 8. "a! First-principles GGA+U formation energy per for-
mula unit. The bold solid line shows the convex hull. The convex
hull changes to the dotted line when formation of O3-NaCoO2
"gray diamond! is allowed. #"b!-"e!$ Ground states of first-principles
GGA+U formation energy at x= "b! 0.5, "c! 0.6, "d! 0.67 "2/3!, and
"e! 0.75. Legend: large dark gray circles, Na; small light gray
circles, Co3+; and small black circles, Co4+. Na1 sites are small
light gray circles superimposed on dark gray circles.

FIG. 9. Clusters included in the GGA+U cluster expansion. "a!
Clusters of Na layer sites. "b! Clusters including both Na layer and
Co layer sites. "c! Clusters of Co layer sites. The empty circles at
the intersections of the lines correspond to Na1 sites, and the empty
circles inside triangles represent Na2 sites. The filled circles corre-
spond to Co sites. The circles in black correspond to sites in one
layer, and the circles in gray represent sites in an adjacent layer.

FIG. 10. Pair and triplet ECI for the GGA+U cluster expansion.
The Na-Co ECI have been multiplied by −1 to show interactions
between more electrostatically repulsive species with a positive
value.
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patterns at zero Kelvin. At x=0.67, there are two order-
disorder transitions. The Na layer initially disorders at ap-
proximately 370 K, followed by charge disorder in the Co
layer at about 670 K. Contrary to the GGA phase diagram in
Fig. 5, the six-Na1 droplet patterns are not stable in GGA
+U since there is no high-symmetry Co3+ /Co4+ ordering pat-
tern commensurate with the six-Na1 droplet pattern. Instead,
there is a strong eutectic where the disordered phase is stable
down to '30 K near x'0.86.

IV. DISCUSSION

A. Generalized gradient approximation phase diagram

In the GGA we find ground-state structures at x=0.5, 0.6,
0.67, 0.71, 0.77, and 0.81. In addition, our Monte Carlo
simulations indicate that other structures are likely to be
present around x=0.56 though we could not identify these
structures. While we do not report details here about the
stacking sequence, we find that, in general, the lowest energy
stacking is the one with the minimum amount of short
adjacent-plane Na1-Na1 neighbors. Stacking often reduces
the symmetry of the unit cell. For example, in the

Na0.67CoO2 ground-state structure and structures with three-
Na1 droplet motifs, stacking destroys the in-plane threefold
rotation symmetry. However, in stronger ground states such
as Na0.50CoO2 and Na0.67CoO2, mirror symmetry is retained.

Comparing calculated ground states with experimental in-
formation, we can provide the following information: Clear

TABLE II. ECIs per meV for the cluster expansion in the GGA+U.

Points
Cluster ECI

1 −154.40
2 324.55

Pairs
Na1-Na1 Na1-Na2 Na2-Na2

Cluster ECI Cluster ECI Cluster ECI
3 13.17 8 250.00 16 17.28
4 0.36 9 6.73 17 0.65
5 10.60 10 −2.70 18 7.77
6 −17.19 11 5.88 19 −3.08
7 −15.24 12 −10.23 20 −6.04

13 −13.58 21 −2.89
14 −7.87
15 −1.96

Pairs
Na1-Co Na2-Co Co-Co

Cluster ECI Cluster ECI Cluster ECI
22 −100.00 26 −3.64 29 65.86
23 3.17 27 −5.64 30 13.09
24 2.89 28 −1.48 31 7.11
25 −3.89 32 0.82

33 −13.42
34 −5.88
35 −0.62

Triplets
Cluster ECI

36 −18.98
37 −2.64

FIG. 11. GGA+U phase diagram obtained by Monte Carlo
simulation from the cluster expansion in Table II.
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evidence exists for the presence of a stable ordered state at
x=0.5 both experimentally6,9 and from computational
suggestions.15,16 Experimentally, a structural transition at x
=0.5 is observed at 210 K,27 which is close to our GGA
transition temperature at 220 K.

At x=0.56, no superstructure is observed in low-
temperature electron diffraction by Zandbergen et al.;12 how-
ever, a few crystals show the diffraction pattern common for
the x=0.5 compound.12 This is in fair agreement with our
calculations, where short-range disorder is seen. To under-
stand the origin of the structures observed in the Monte
Carlo cooling simulation at 0.5#x#0.6, the Warren–
Cowley short-range order parameters67 of the three shortest
Na1-Na1 and Na2-Na2 bonds were calculated and summa-
rized in Table III for the x=0.56 first-principles ground state
#Fig. 2"c!$, a short-range ordered structure from Monte Carlo
simulation "Fig. 6, T=100 K!, and a disordered structure
from Monte Carlo simulation "T=650 K!. The Warren–
Cowley parameter +n is defined for the nth nearest neighbor
on a binary sublattice with species A and B as +n=1
− pAB

n / pAB
rand. In this work, Warren–Cowley parameters are cal-

culated on either the Na1 and/or vacancy or the Na2 and/or
vacancy sublattice, and the two species A and B are chosen
as Na1 and vacancies in the Na1 sublattice, or Na2 and va-
cancies in the Na2 sublattice. Here, pAB

n is the probability of
A-B "Na1-vacancy or Na2-vacancy in this work! pairs with
nth nearest-neighbor distance in the system in consideration,
and pAB

rand=cAcB is the probability of A-B pairs if A and B
were randomly distributed.68 The Warren–Cowley parameter
is %0 when the two species have an ordering tendency, #0
when the species have a phase separating tendency, and 0
when fully random. In this paper, the two species are chosen
as Na1 and vacancies in the Na1 sublattice, or Na2 and va-
cancies in the Na2 sublattice.

It is clear from these Warren–Cowley parameters that the
Monte Carlo simulation at 100 K is not simply in a state
between the ordered ground state and the random solution.
While the NN Na1-Na1 Warren–Cowley parameter indicates
lower order than the ground state, the NN and second NN
Na2-Na2 Warren–Cowley parameters indicate stronger or-
dering than in the ground state. This would indicate that
there might be a lower energy ground state possible. The
ground state for x=0.6 is the state predicted by previous
computational work.15,16 However, this ground state has not
been observed experimentally.

The electron-diffraction results by Zandbergen et al.12 for
Na0.64CoO2 show no superstructure. This does not contradict
our result. At that composition and room temperature, our
phase diagram "Fig. 5! shows a two-phase region with

mostly a disordered phase and possibly a small amount of
x=0.67 compound, depending on the exact composition of
the phase boundaries and the sample. Our calculations find
new ground states at 0.67 "2/3! and 0.714 "5/7!. These
ground states have a larger unit cell than speculated in pre-
vious computational work;15,16 therefore, the ground-state or-
dering pattern may have been overlooked in that work. We
are not aware of experimental papers suggesting our ground-
state ordering patterns. Chou et al.69 suggested a ground state
at x=0.708 "17/24! with 2&3ahex$2&3ahex ordering that has
3-Na1 droplet motifs with trivacancies "Na concentration x
=9 /12! in half of the layers and 3-Na1 droplet motifs with
quadrivacancies "Na concentration x=8 /12! in the other half
of the layers. However, the GGA energy of that structure is
15 meV/f.u. higher than two-phase coexistence of our x
=0.67 and 0.714 ground states.

Contrary to previous computational work,15,16 no ground
state is observed in the GGA approximation at x=0.75, and
the lowest-energy state at this composition is two-phase co-
existence between x=0.71 and 0.77. This is in excellent
agreement with neutron-diffraction results on powdered crys-
tals by Huang et al.9 Electron diffraction at low temperature
by Zandbergen et al.12 suggests a complicated and weak su-
perstructure at x=0.75, and during experiment, the super-
structure pattern was quickly modified by the electron beam.
Therefore, it is plausible that no stable ordering patterns exist
at x=0.75. Experimentally, using resistivity measurements
two transitions are observed for the x=0.75 system at around
285 and 315 K.11 In the GGA phase diagram, we also see
two transitions at this Na concentration: a eutectic transition
around 200 K and an order-disorder transition around 230 K.
While our calculated temperatures are lower than what is
observed, the temperature difference between the two transi-
tions is strikingly similar. Hence, our simulation results may
explain these transitions as two consecutive first-order tran-
sitions toward the disordered state.

At the high concentration end we find the droplet phases
first suggested by Roger et al.11 and also identified in previ-
ous computational work.15,18 Six-Na1 droplets, although sug-
gested computationally as ground states,15,18 have not been
observed experimentally. However, in our first-principles
calculations we were not able to find a structure with six-Na1
droplets that was stable compared to phase separation be-
tween the three-Na1 droplet phase with P2 stacking at x
=0.86 and P2-NaCoO2. Furthermore, if two phase formation
between P2 three-Na1 droplet phase and O3-NaCoO2 is al-
lowed, the six-Na1 droplet motifs would become metastable
with regard to this two-phase formation. Although at first
glance ground states for the three-Na1 motifs seem to appear

TABLE III. The Warren–Cowley short-range order parameters "Ref. 67! for competing phases at x'0.56. The Warren–Cowley parameter
is %0 when the Na and vacancies have a phase separating tendency, #0 when there is a phase separating tendency, and 0 when fully random.
NN, nearest-neighbor bond; FPGS, first-principles ground state; SRO, short-range order structure; and DIS, disordered structure.

Bond type Na1-Na1 NN Na2-Na2 NN Na1-Na1 second NN Na2-Na2 second NN Na1-Na1 third NN Na2-Na2 third NN

FPGS −0.286 −0.167 0.143 0.000 −0.071 −0.167
SRO −0.216 −0.172 0.000 −0.121 0.003 0.038
DIS −0.130 −0.113 −0.028 −0.082 −0.035 −0.036
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at random compositions, in fact such ground states appear
only at compositions x= "N−3! /N, where N is an integer and
the unit cell has &Nahex$&Nahex ordering in plane. The only
exception is x=13 /16, where the structure with 4ahex
$4ahex ordering has 1.6 meV/f.u. higher energy than the
ground state with 4ahex$&13ahex ordering. This fact implies
that in principle three-Na1 droplet motifs want to spread
apart as far away as possible from each other without de-
stroying threefold rotation symmetry in plane. It is possible
that more ground states with 3-Na1 motifs may exist, and the
four ground states shown in Figs. 2"g!–2"j! are part of an
infinite series of ground states with &Nahex$&Nahex ordering
in-plane. The stacking in the c-axis direction is such that Na1
between adjacent layers are positioned as far away from each
other as possible.

B. GGA+U phase diagram

In the GGA+U approximation, we find ground-state
structures at x=0.5, 0.67, and 0.75. Furthermore, our Monte
Carlo simulations indicate that other structures are likely
present around x=0.60, although we could not identify these
structures. The Na layer ordering patterns of x=0.5 and 0.67
ground states are the same as in the GGA phase diagram. The
0.75 ground state, with three-Na1 droplet motifs, is the or-
dering proposed by Roger et al.11 and did not appear in the
GGA phase diagram. Figure 12 shows a snapshot of the Na
layer of a Monte Carlo cooling simulation at 430 K and
composition x'0.76. Besides the x=0.75 ground-state pat-
terns, we are also able to observe connected three-Na1 drop-
let motifs, and in one region the connected three-Na1 droplet
motifs and Na2 show the “stripe” pattern proposed by Geck
et al.13 based on observations with high-energy XRD near
x=0.75. This concentration range is exactly where partial
charge localization is experimentally observed.21–24

In the GGA+U approximation, complete charge localiza-
tion to Co3+ and Co4+ occurs, and the dominating interac-
tions are interactions between Co. Furthermore, ground
states must have stable Na layer ordering that is commensu-
rate with the Co layer ordering and such that there is no
Na1-Co4+ NN simultaneous occupancy. For these reasons,
there are very few stable ordered structures in the GGA+U
phase diagram. Only partial charge localization has been ob-
served experimentally. Therefore, interactions between Co
are expected to be weaker than in the GGA+U approxima-
tion. Weaker interactions would allow for more Co layer dis-
order at lower temperature, and real Co layer order-disorder
transition temperatures should be lower compared to those in
the phase diagram. In fact, the transition temperature at x
=0.75 is much overestimated compared to measurements by
Roger et al.11

C. Comparison of generalized gradient approximation and
GGA+U

1. Interactions

The GGA and GGA+U phase diagrams are considerably
different. Only at x=0.5 and x=0.67 do they give the same
ground states. The transition temperatures in the GGA+U

phase diagram are considerably higher than in the GGA dia-
gram. This difference between the two electronic structure
approximations should not be surprising. In GGA the mixed
valence on Co is metallic and delocalized so that only inter-
actions between Na+ exist. The Na+-Na+ repulsion is strongly
screened by the charge in the hybridized Co-O orbitals lead-
ing to weak effective interactions and low order-disorder
transition temperatures. This situation is reminiscent of the
related compound LixCoO2, in which similar strong screen-
ing of the Li+ ion by a Co-O rehybridization48,70,71 also leads
to rather low order-disorder transition temperatures.32

Application of the GGA+U leads to completely different
physics. The value of U is strong enough to cause charge
localization and the phase diagram is largely governed by the
strong Co3+ /Co4+ interaction. The Co3+-Co4+ effective inter-
action is much stronger than the Na+-vacancy one, a fact that
results in maximal separation of Co4+ in the ground states
shown in Figs. 8"b!–8"e!. In addition GGA+U further im-
poses the constraint that Na1 and Co4+ cannot be adjacent.
Therefore, there are restrictions on how the Na layers and Co
layers can stack. Strong ground states, namely, at x=0.5,
0.67, and 0.75, retain mirror symmetry perpendicular to the
oxygen layers. To retain mirror symmetry at a composition
such as x=0.6, Na1 have to stack on top of each other, which
is energetically unfavorable and hence there is no ground
state.

When two ordered states on different sublattices are
coupled they can either go through separate or through a
single order-disorder transition. This depends mainly on the
symmetry relation between the two sublattices.62 In the
ground-state structure at x=0.67 Co-charge ordering does not
break the symmetry on the Na2 sublattice but reduces the
number of available Na1 sites. In this case we see a distinct

FIG. 12. Snapshot of a Monte Carlo cooling simulation at 430
K, concentration x'0.76, GGA+U approximation. The “stripe”
motif proposed by Geck et al. "Ref. 13! "shown in rectangles! and
the ground-state motif for x=0.75 "circled! are visible. Legend:
large dark gray circles, Na; small light gray circles, Co3+; and small
black circles, Co4+. Na1 sites are small light gray circles superim-
posed on dark gray circles.
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Na disorder transition before the Co-charge state disorders.
The Na disorder transition temperature at x=0.67 is almost
the same "T'370 K! as in the GGA, indicating that both
descriptions are somewhat consistent for the Na configura-
tional energy. At all other compositions the Na-vacancy and
Co3+ /Co4+ sublattices disorder simultaneously, reflecting the
fact that the Na ordering is determined by the symmetry
breaking arising from the charge ordering on the Co sublat-
tice.

It is important to understand the limitations of the GGA
+U cluster expansion and Monte Carlo simulation at el-
evated temperature. The Co4+ is fully localized and therefore
contributes significant configurational-like electronic entropy
to the system in our model. If the electronic hole were to
delocalize––as in a metal-insulator transition––this descrip-
tion would become invalid, and a metallic Fermi–Dirac-type
entropy would be more appropriate.

2. Comparison to experimental Na potential, lattice parameter,
and Na1/Na2 ratio

To further assess the merits of the GGA and GGA+U
methods to this system, we also compare the Na intercalation
voltage, c lattice parameter, and Na1/Na2 ratio from our
Monte Carlo simulation results with experimental observa-
tions.

a. Na potential. Electrochemical cells can be constructed
with a NaxCoO2 electrode to remove Na in a controlled
manner.8,10 The measured voltage as a function of concentra-
tion represents the Na chemical potential in the material and
can accurately show the concentration at which stable phases
exist and their relative energy differences. Plateaus in the
voltage curve indicate two-phase regions. Figure 13"a!
shows the Na intercalation and/or deintercalation voltage for
GGA and GGA+U at 200 and 300 K as a function of Na
concentration. The computed voltage is the difference be-
tween the Na chemical potential at the cathode "NaxCoO2!
and anode "pure Na! and can be obtained directly from the
Monte Carlo simulations. The shape of the GGA and GGA
+U voltage curves are very different, reflecting the different
physics in the two approximations. Above x%0.8 we were
not able to point out the exact compositions of the ground
states in the GGA; therefore, an accurate voltage curve can-
not be obtained in this composition range. The GGA voltage
curve has a larger average voltage drop between x=0.5 and
0.8. In GGA+U, there is a very stable phase at x=0.75,
which is not seen in GGA. Stable phases are observed at x
=0.71 and x=0.77 in the GGA voltage curve at 200 K, but
these features are lost in the GGA 300 K voltage curve.

Matching and comparing the experimental and computed
voltage curves requires several adjustments. From work on
the related Li materials, it is well known that in GGA the
redox potential can be underestimated by 0.5 to 1 V "Ref. 53!
due to the spurious self-interaction that the electron sees in
the 3d orbital of Co. In addition, while electrochemical mea-
surements are highly accurate at measuring relative changes
in Na content, often the starting stoichiometry of the com-
pound is in doubt due to the volatility of Na during
synthesis.29,30 Hence, in Fig. 13"b! we mainly compare the

shape of the computed and experimentally measured voltage
curve. The experimental data are from electrochemical mea-
surements at room temperature by Delmas et al.8 The com-
putational data are the GGA voltage curve at 200 K, with the
voltage shifted upwards by 0.9 V. Out of the voltage curves
in Fig. 13"a!, the GGA 200 K curve shown in Fig. 13"b! most
closely matches the experimental curve in these three as-
pects: "1! magnitude of the voltage drop "'1 V! between
x=0.5 and x=0.8, "2! magnitude of the stable voltage region
at x'0.67, and "3! the existence of several stable phases at
x'0.71 and 0.77.

Since the stable phases at 0.7#x#0.8 do not exist in the
GGA 300 K voltage curve, it is possible that in this region
GGA underestimates the transition temperatures. Previous
computational phase diagrams based on GGA approxima-
tions in LixCoO2 "Ref. 32! and LixNiO2 "Ref. 33! have over-
predicted phase-transition temperatures. The overestimation
is speculated not to be due to intrinsic errors of the GGA
approximation but rather to considering too few interactions

(b)

(a)

FIG. 13. "Color online! "a! Na intercalation/deintercalation volt-
age of NaxCoO2 when used as a cathode against pure Na anode
which is derived from Monte Carlo simulations in the GGA and the
GGA+U at 200 and 300 K. "b! Comparison of experimental elec-
trochemical voltage measurements from Delmas et al. "Ref. 8! at
room temperature "red/gray bold line! with GGA 200 K voltage
curve "blue/gray dotted line!. The concentration of the experimental
curve is shifted by +0.05, and the voltage of the GGA 200 K curve
is shifted by +0.9 V.
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in the LixCoO2 "Ref. 32! and LixNiO2 "Ref. 33! cluster ex-
pansions, and as a result, some short-range interactions were
overestimated. An alternate possibility is that no direct
Na-Co coupling was treated in the NaxCoO2 GGA cluster
expansion. The Co-sublattice affects interactions on the Na
sublattice in NaxCoO2, but in LixCoO2 and LixNiO2 there are
weak or no effects on Li from the Co sublattice. Another
possible explanation is that temporal Co-charge localization
occurs in the real system and this is not captured in the GGA,
causing errors in phase-transition temperatures. Experimen-
tal observation of Curie–Weiss behavior implies existence of
some extent of charge localization.10

While the GGA+U voltage curves match the absolute av-
erage experimental voltage better than GGA, its shape does
not reflect experimental information: The stable phases at
0.7#x#0.8 observed experimentally are wiped out by the
x=0.75 stable phase in GGA+U. The stability of the x
=0.75 phase in GGA+U comes solely from the fact that the
strength of Co3+-Co4+ interactions is overestimated in GGA
+U and leads to a very stable Co3+ /Co4+ ordering pattern at
x=0.75.

Electrochemical methods by Shu et al.10 suggest stable
phases at x=0.5, 0.55, 0.71 and 0.75. Susceptibility measure-
ments on samples with x=0.55 are clearly different from
those with x=0.5, indicating that these two compositions
may be distinct phases.10 In the work of Shu et al.,10 no
stable "or very weak! phase is reported for x=0.67, which is
contradictory to previous electrochemical measurements by
Delmas et al.8 that suggested a stable phase close to x
=0.67.

b. c lattice parameter. The c lattice parameter is a good
measure of Na concentration, as increased Na concentration
decreases the spacing between adjacent oxygen layers and
may be used as a simple method to estimate the Na compo-
sition based on diffraction data. Figure 14 compares the c
lattice parameters of the ground states "Figs. 2 and 8! ob-
tained from first-principles GGA and GGA+U calculations
at 0 K against neutron powder-diffraction data of polycrys-
talline NaxCoO2 by Huang et al.9 The c lattice parameters
from polycrystalline and single-crystal samples differ
slightly, and the GGA c lattice parameter well matches the
experimental results for polycrystalline samples.18 The GGA
c lattice parameter is well fitted in a quadratic form as c
=11.79412–1.15505x–0.18785x2, where x is the Na concen-
tration. In GGA+U the c lattice parameter is overestimated.

c. Na1/Na2 ratio. Compared to the c lattice parameter
that varies smoothly with Na concentration, the Na1/Na2 ra-
tio is a more detailed measure of the accuracy of our calcu-
lations since errors in the Na1 and Na2 site energy difference
show up in the Na1/Na2 ratio but not necessarily in the c
lattice parameter. Figure 15 compares the Na1/Na2 ratio
from Monte Carlo simulations at 200 and 300 K in the GGA
and at 200 K in the GGA+U to the values obtained from
neutron diffraction.9,11,14,72,73 The Na1/Na2 ratio for 200 K is
shown since the GGA voltage curve for 200 K better
matches the experimental voltage curve compared to the 300
K curve. In GGA+U, the Na1/Na2 ratio for 200 and 300 K

almost overlaps, therefore the latter is not shown in Fig. 15.
The measurements of Huang et al.9 at x'0.56 and 0.63 are
very close to the GGA simulation results at 200 K. Below
x#0.7 the GGA results match the experimental Na1/Na2
ratio better; however, above x%0.7 neither approximation
clearly matches the experimentally observed ratio.

D. Additional discussion

At high Na concentrations, the Co4+ hole concentration is
small and the holes are likely to be localized, leading to
charge-density variation in the Co layer. Experimentally,
slight charge localization is observed at x=0.75 21–23 and x
=0.82.24 In this case, GGA+U may be a relevant approxi-
mation. However, even in this limit one cannot take the
GGA+U results at face value since it is a static method and
dynamic fluctuations may be needed to properly describe the
electronic structure.70 Furthermore, in the high composition
range x%0.82, the thermodynamically stable state is two-

FIG. 14. c lattice parameter as a function of Na concentration
computed from GGA and GGA+U first-principles calculations at 0
K and from neutron powder-diffraction results by Huang et al. "Ref.
9!. The lines show a parabolic fit to the calculated c lattice-
parameter values in the GGA and GGA+U approximations.

FIG. 15. Na1/Na2 ratio from Monte Carlo simulations at 200
and 300 K in GGA and 200 K in GGA+U approximations and from
neutron-diffraction results "Refs. 9, 11, 14, 72, and 73!. The filled
symbols show computational results, and the open symbols repre-
sent experimental results.
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phase separation into P2-NaxCoO2 and O3-NaCoO2 "Figs. 2
and 8!. Whether this occurs may depend on sample prepara-
tion and experimental conditions, further complicating a
comparison between experiments and computation.

At lower Na concentrations "x#0.8!, there are more holes
in the Co layer of the system, and the hole concentration is
well above the critical concentration at which a Mott transi-
tion to a metallic state can occur.70 In the related system,
LixCoO2, this is indeed what occurs between x=0.75 and x
=0.95.4,70 As Na+ is larger than Li+ the Co-Co separation in
NaxCoO2 is larger, and a complete transition to a metallic
state may not occur because the orbital overlap between Co
is reduced. This effect is more profound at higher Na con-
centration: The Co-Co distance is approximately 2.89 Å in
O3-NaCoO2

74 and 2.81 Å in O3-LiCoO2.75 The Co-Co dis-
tance becomes shorter as the Na content is reduced, becom-
ing approximately 2.81 Å in P2-Na0.5CoO2.6 Even if the
holes have tendency to localize, conductivity measurements
indicate that they are mobile and can hop fairly quickly. As a
result, when time averaged, the spatial distribution of holes
would overlap, and the charge density becomes constant in
the Co layer. Therefore, the GGA approximation may be ap-
propriate at lower Na concentrations. Furthermore, the analy-
sis of Na intercalation voltage, c lattice parameter, and
ground states suggests that between 0.5!x!0.8, GGA is a
better approximation than GGA+U.

It is important to note that in both GGA and GGA+U
methods, it is impossible to observe metal-insulator transi-
tions or a Curie–Weiss metal to spin-density wave metal
transition,19 if any occur. Furthermore, magnetic transitions
cannot be observed in the phase diagrams since the spins on
Co were only allowed to be ferromagnetically aligned in this
work. Since GGA+U is a static method, partial Co-charge
localization cannot be achieved for itinerant electrons. To
incorporate the effects of partial charge localization, methods
such as DMFT "Ref. 7! could be attempted but would be
very computationally intensive for phase diagram construc-

tions due to the large number of total energies required.

V. CONCLUSION

We successfully applied the cluster expansion technique
and Monte Carlo simulations to obtain temperature-
composition phase diagrams of P2-NaxCoO2 in both GGA
and GGA+U approximations. The governing interactions
between Na+ are long-range electrostatics in-plane and relax-
ation effects in the GGA, and Co layer interactions dominate
other interactions such as Na layer interactions in the GGA
+U. There are at least ten ground states in the concentration
range 0.5!x!1 including the two end members in the GGA
compared to only five in the GGA+U. Most order-disorder
transition temperatures for ground states are below room
temperature in GGA, whereas transition temperatures of
ground states are above room temperature in GGA+U. Com-
parison of Monte Carlo simulation results with experimental
data, such as structural transition temperature, Na intercala-
tion and/or deintercalation voltage, c lattice parameter, and
Na1/Na2 ratio, consistently suggests that GGA is a better
approximation in the composition range 0.5!x#0.8. A clus-
ter expansion formalism incorporating long-range electro-
static interactions was used.
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