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ABSTRACT OF THE DISSERTATION

Multiscale Approach Towards the development and usage of electrochemical

energy storage

by

Daniel M. Davies
Doctor of Philosophy in NanoEngineering

University of California San Diego, 2020

Professor Ying Shirley Meng, Chair

Batteries are a crucial component in the transition to renewable energy required to
combat catastrophic climate change. The development of rechargeable batteries is a multi-scale
issue requiring understanding and innovation from atomistic material science all the way through
international infrastructure and financial modeling. At each scale of development, multi-faceted
approaches to design and innovation are required, ranging from quantum mechanical modeling
through electrochemical and mechanical engineering to economic analyses.

In this thesis, a top-down approach is used, exploring economics of large-scale batteries

XV



for grid use, moving through mechanical design of housing for battery cells using novel
electrolytes, and finally electrochemical design and molecular level characterization of these
novel electrolytes. At the grid scale, models of storage connected to the California energy grid
are used to show how the duty-cycles (power profiles) of different applications affect different
battery chemistries. Critical tradeoffs between battery chemistries, energy applicability and
revenue generation in various markets on the California grid are revealed. Accurate revenue
measurement can only be achieved if realistic battery operation in each application is considered.
At the cell scale, methods, systems and devices are described for implementing electrochemical
energy storage devices using novel liquefied gas solvents in the conventional and manufacturable
18650 form-factor for next-generation Li-metal batteries and beyond. An enhanced safety feature
inherent in liquefied gas electrolytes is also demonstrated. Finally, at the molecular scale, the
viability of using difluoromethane as the primary liquefied gas solvent which has lower pressure,
lower flammability and improved maximum temperature operation characteristics. The multi-
scale approach used in this dissertation provides insight and understanding to a range of battery
storage technologies and helps to lower the risk of adoption of a novel class of electrolytes for

next-generation batteries.
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Chapter 1. Motivation and Outline

1.1 Introduction and a Multi-Scale Approach

In 2019, the overall global primary energy usage was over 140,000 TWh?. With the vast
majority coming from fossil-fuel based sources (oil, coal and gas). Burning of these fuels has
released a huge amount of Carbon Dioxide, a greenhouse gas, into the atmosphere. This
significant increase in emissions has led to a dangerous rise in the atmospheric carbon dioxide

levels, causing global warming and other global-scale climate disasters?.
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— Wind
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80,000 TWh — Ol
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Coal

20,000 TWh
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0TWwh
1800 1850 1900 1950 2000 2019

Figure 1.1 Global Primary Energy Usage?

It has been estimated that restricting the overall temperature rise of the earth to less that
of 1.5°C by 2050 will limit the number of people susceptible to climate-related poverty by
several hundred million®. In order to achieve this goal, if emissions were to peak today, we

would need to reduce emissions by 15% each year. The longer the world waits to substantially
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reduce emissions, the more dramatic the change will need to be.

40 billion t
35 billion t
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0t e
1986 2000 2020 2060 2080 2100

Figure 1.2 Emissions of carbon dioxide per year required to keep global average temperature rise
below 1.5 °C. Scenarios are based on the reduction needed with different global peaks in
emission?.

In order to achieve this, it is crucial that carbon-free energy generation becomes the
dominant mechanism for producing energy world-wide. Future growth in energy usage is
expected to be dominated by the transportation sector and the electrical grid, and therefore, these
areas are crucial to decarbonize. This is a complex endeavor, arguably of which the most
challenging part is the energy storage required to make this transition. Energy storage becomes
increasingly crucial as more carbon-free, renewable sources are used. For grid-scale applications,
the reliability of the systems depends on storage to make up for the intermittent nature of
renewable energy generation sources, while in the transportation industry, the energy needs to be
portable and so storage must be used. For both applications, electrochemical-energy storage in
form of batteries is a key player.

The global battery market in 2019 was estimated to be worth $108.4 billion, with an
expected market size of over $300 billion in 20274 Over the many decades of intense

2



development®, a large number of chemistries and form-factors have been formulated and used for
a vast number of applications ranging small-scale portable electronics all the way through grid-
scale energy storage. Historically, lead-acid batteries have found success in car ignition batteries,
and larger scale, high power batteries for power banks. Nickel-based batteries had found success
in power tools, drones and vehicles due to their relatively high energy density. Li-ion batteries
have been used for space and weight constrained products such as portable electronics, and more
recently, electric vehicles. Additionally, primary (single charge) batteries have been used in many
applications ranging from medical devices to aerospace. Figure 1.3 gives an overview of the U.S.
battery market size for common rechargeable batteries.

Both the importance of the problem as well as the complexity of the battery industry are
immense. When looking to develop batteries, there are a number of facets that need to be
considered, stemming all the way from the economics of how batteries are used in markets, all

the way down to what atoms are undergoing the necessary Redox reactions provide the energy

for these applications.
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Figure 1.3 U.S. Battery market size, 2016-2027 (USD Billion)®



1.2 Grid Scale Storage

Renewable energy sources, such as wind and solar, are inherently intermittent and for this
reason, they will be unable to provide 100% of the grid-scale energy without the use of energy
storage. As a clear example, the amount of energy generated by solar panels fluctuates rapidly
with cloud cover. Figure 1.4 shows the famous “duck curve” of the California Grid. The curve
illustrates a large overgeneration risk in the middle of the day when the demand for energy is

relatively smaller, and the energy generated by renewable sources is relatively higher.

Typical Spring Day
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Figure 1.4 The “Duck Curve” showing the energy load minus the renewable generation on the
California Grid on a typical spring day. ®

Moreover, there are a number of other services that energy storage can provide to the
electrical grid — especially as the “flexibility” and response time of the energy storage increases.
These include applications such as frequency regulation, load management, and uninterruptable
power supplies. Energy storage technology may be more suitable for one application than

another. For example, hydro-electric storage is well suited for applications involving large shifts
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of energy over a long period (hours), however, due to the long lag time required to ramp power
output, this large storage would not perform well in the frequency regulation application which
requires power fluctuations on the order of seconds. Understanding these applications and the
requirements for grid-connected storage to perform these duties is an evolving and challenging

process.

Batteries are an attractive option for grid-scale energy storage due to their power
flexibility (relatively fast ramp time when compared with other storage options), and their
scalability. Historically, push for energy density for batteries used in grid scale applications has
been relatively small — with larger emphasis historically being placed on the cost and the cycle
life of the batteries’. However, as the cost of batteries decrease, and the demand and number of
applications for grid storage increases, many different chemistries are being explored for
potential use in on the grid. These include, but are not limited to Li-ion chemistries, lead-acid,

aqueous flow batteries, vanadium flow batteries and sodium-based chemistries.

As the grid-scale applications and the energy storage technologies rapidly evolve, both
thorough economic and technological understanding of the systems is required to understand

their relationships in order to select and design the optimal storage solutions for the grid.

1.3 Transportation, High Energy Density Batteries

For transportation applications, Nickel-based chemistries, and especially Li-ion-based
batteries have proved effective due to their relatively large energy densities. However, to increase
the adoption of electrical vehicles (and other electric based transportation) there is still demand
for higher energy density. As researchers and manufacturers are nearing the theoretical limits of
current graphite-based Li-ion chemistries, the scientific community is looking to Li-metal to

replace graphite as the anode. Li-metal boasts a much higher theoretical capacity than graphite



and is also a source of Li, thus enabling the use of promising cathode chemistries such as Sulfur
or Oxygen. Its adoption has been limited, however, due to low coulombic efficiency and large
relative volume growth. The development of new electrolytes has proved to be one of the more
promising pathways forward to enabling the adoption of Li-metal batteries.

Recently, there have been developments in electrolyte systems that make use of solvents
that are gaseous at room temperature and pressure. At moderate pressures or low temperatures,
these molecules can be liquified and function as solvents that are able to dissolve Li salts —
creating liquified gas electrolytes. The low melting point low viscosity, inherent pressure,
electrochemical stability and high donatable fluorine content combine synergistically to enable
excellent performance in Li-metal based batteries, even down to temperatures as low as -60 °C.
There has, however, been concerns about the practicality and manufacturability of
electrochemical storage devices utilizing these liquefied gas solvents. These concerns are mainly
centered around the inherent pressure, flammability, and low critical temperature of
fluoromethane.

Previous work in our group has focused mainly on using fluoromethane as the liquefied
gas electrolyte, cycled in large stainless-steel vessels in order to safely hold the pressure. For
technology to become widely adopted, it needs to be mass producible. The likelihood of adoption
is far greater as well if the technology is able to easily be adapted into existing manufacturing
lines. The form factors selected for use with liquefied gas electrolytes need to be compatible with
the moderate pressures associated with the solvents. In order to reduce the amount of non-energy
contributing mass it is best to use a cylindrical form factor to hold the moderate pressures of the
electrolytes. Cylindrical Li-ion form-factors are typically either 18650 (18 mm diameter, 65 mm

length), or 21700 (21 mm diameter, 70 mm length). Typically, the filling of the electrolyte in the



manufacturing process constitutes its own step. A great solution for lowering the barriers to
adoption would be to only impact this filling step — i.e. providing a “drop-in” replacement
solution for existing manufacturing lines.

As with any new technology there are also barriers to adoption outside of the
manufacturability. One of the areas of most concern is the safety of the electrolyte. The primary
concern associated with Li-ion batteries is thermal runaway of cells. The fluoromethane based
electrolyte, like conventional liquid electrolytes is flammable. Due to its pressurized nature there
has been additional concern about this. There is, however, possibility that the nature of the
liquefied gas electrolytes may help to suppress the possibility of thermal runaway. Pressurized
electrolytes may allow venting and thereby rapid cooling of cells by the ideal gas law.

PV =nRT
Additional ways to reduce the flammability of the electrolytes and increase the maximum
operation temperature should also be explored to help to lower the barriers of adoption of this
novel electrolyte system for the advancement of high-energy density batteries.

My Ph.D. thesis consists of 7 chapters. Including this motivation (Chapter 1). Chapter 2
provides a general introduction to the working principles of batteries and electrolytes. Chapter 3
briefly introduces the advanced characterization tools that | applied in my research including
Raman and Molecular Dynamics (MD) simulations. Chapter 4 presents a technological and
economic analysis of battery storage connected to the California grid. Chapter 5 describes the
invention of methods and apparatuses to fill and contain liquefied gas electrolytes in
conventional form-factor 18650 electrochemical cells. Chapter 6 presents a safety feature
inherent to liqueified gas electrolytes and demonstrates the molecular design, and viability, of

using a less flammable molecule as the primary liquefied gas solvent. Chapter 7 summaries the



work and discusses ideas for future research.



Chapter 2 Working Principles of (Li-ion) Batteries and Electrolytes
There are various battery chemistries explored in this thesis. For simplicity, the working
principles of batteries are explained by examining the mechanisms of the Li-ion battery — many
of the concepts can be generalized, although significant differences in the mechanisms do exist
between chemistries. In general, batteries consist of an anode (with a current collector), a
cathode (with a current collector), and a separator. All components are soaked in an electrolyte.
An electrical circuit is created by allowing the ions to flow between the electrodes through the

electrolyte (and separator), while electrons are directed through an external circuit.
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Figure 2.1 — Working principle of the Li-ion battery®

The electrochemical energy stored by a battery is the result of the Voltage difference
between the two electrodes, as well as the capacity of the electrodes (in the case of Li-ion
batteries, this is the number of Li ions that the electrodes are able to repeatably store). Cathode
materials are conventionally layered oxide materials with the formula LiMO2 where M
represents particular transition metals. Since their invention in 1991° graphite has been the
dominant anode material, with Li-ions being able to intercalate in between the layers of carbon.
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Electrolytes are typically Li-based salts dissolved in organic solvents.

The Voltage difference between the two electrodes is based on the chemical potential
difference between the two electrodes. This potential difference can be thought of as the driving
force of the battery. During discharge, the Li ions de-intercalate from the graphite anode, and are
pushed into the cathode material. In order to maintain charge neutrality, electrons are forced
through the external circuit where they can perform useful work. During the charging process,
the external circuit drives the electrons in the opposite direction. In order to maintain charge
neutrality, the Li ions are forced from the cathode material back into the anode material. In the
case of Li-ion batteries, the Li always stays in its ionic form and is intercalated and de-
intercalated from both the anode and cathode in what is known as a “rocking chair” motion. In
many other battery chemistries, the active ions undergo chemical reactions at one, or both
electrodes. These “conversion” reactions are common in many chemistries including lead, or

nickel-based batteries.

2.1 The role and brief history of electrolytes

The electrolyte in Li based batteries serves to transport Li ions between the electrodes
while preventing the transport of electrons through the separator. Historically, they have
consisted of Li-based salts dissolved in a supporting medium, for example, an organic-based
liquid. As their primary job is to move ions, there are some qualities that need to be present in
electrolytes for them to be effective in batteries including high ionic conductivity, low electronic
conductivity, safety, low toxicity, and low cost.

One of the primary challenges associated with designing and selecting electrolytes for Li-

based batteries is the wide electrochemical window required to prevent sides reactions at the
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electrodes of the battery. This electrochemical window is defined by the lowest unoccupied
molecular orbital (LUMO) and the highest occupied molecular orbital (HOMO). This is
demonstrated in Figure 2.2a where it is seen that the electrolyte will be reduced by an anode with
a potential above the LUMO and oxidized by a cathode with a potential below the HOMO.
Figure 2.2b shows that although the electrolytic window of commercialized carbonate
electrolytes envelopes many of the cathode chemistries used today, graphite and Li-metal fall
outside this window and so reduction of the electrolyte is expected at these anodes. The key to
the success of the commercialization of graphite-based Li-ion batteries is the solid-electrolyte
interface that develops between the carbonate-based electrolytes and the graphite anode known

as the SEI. This passivating SEI layer allows the continued operation of the batteries even

outside of the electrolytic window.
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Figure 2.2 Li based batteries electrolytic window. (a) Illustration energy diagram Li-ion batteries
(b) Voltage and capacity of many electrodes for Li-ion batteries with the electrolytic window of
conventional carbonate-based liquid electrolytes®

Since the commercialization of Li-ion batteries, the electrolyte has received relatively

little attention. However, as the push towards new electrode chemistries intensifies, the research
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community is seeing much more development of novel electrolytes. Especially in the case of the
Li-metal anode, one of the primary challenges of electrolyte development is to find materials that
create good interfaces with Li-metal that at the same time possess the necessary qualities of
effective electrolytes — namely charge transport properties and compatibility with the cathode
chemistries used.

Conventional carbonate-based electrolytes display poor compatibility with the Li-metal
anode!. Liquid ether-based electrolytes have received attention due to the relatively good
interfaces formed with Li-metal, however, these electrolytes suffer from low oxidation stability*2.
More recently, new types of electrolytes have been developed. “Solvent-in-salt” or high
concentrated electrolytes have had success in forming stable SEls through salt decomposition.
However, there are a few drawbacks with these electrolytes due to their cost, viscosity,
wettability, and inadequate performance at low temperatures. Further advances in this field have
also brough about locally high concentrated electrolytes which have partially mitigated some of
these disadvantages'®. Importantly, the field has also begun to branch away from the traditional
liquid-based electrolytes and a significant amount of effort has been put into solid-state
electrolytes. These have been heralded for their potential safety enhancements; however, their
usage has been hindered by low conductivity at ambient and low temperature!®. As the
community pushes towards higher and higher energy densities, electrolyte development becomes

a more critical factor in the overall progress of next-generation batteries.

12



Chapter 3. Characterization Methods

3.1 Raman Spectroscopy

Raman spectroscopy is concerned with the measurement of the inelastic scattering of light
from matter. This scattering was first postulated by Smekal in 1923, and was first observed
experimentally by Raman and Krishnan in 1928, In this experiment focused light was shone
onto a sample, and the altered frequency from the incident was measured through a system of
optical fibers and lenses.

When light strikes matter, a few things can happen. The photons either do no interact, are
absorbed, or are scattered. The scattering of light is the basis of the Raman technique. The
photon interacts with the sample and polarizes the electron cloud to form a “virtual-state”. This
state is not stable, and the photon is quickly re-emitted. The most common form of scattering is
elastic scattering, where the re-emitted photon has the same energy as the incident radiation,
known as Rayleigh scattering®. If the vibrational state which the molecule returns to after
passing through its virtual state is different from before the photon interacted with it, radiation
will be emitted with a slightly different frequency, this is known as inelastic scattering. If the
frequency of the emitted light is lower than that of the incident light this is known as Stokes
scattering, if it is higher, it is known as anti-Stokes scattering. Figure 3.1 gives a visual depiction

of the three types of scattering.
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Figure 3.1 — Three types of scattering upon interaction of photons with molecules. Stokes and
anti-Stokes transitions are examples of inelastic scattering, Rayleigh scattering is elastic. The
lowest energy vibration state is shown as m. 16

In practice, a single frequency of radiation is shone onto the sample, and radiation scattered
from the sample is detected. Only 1 in about 10° to 108 photons are inelastically scattered, and so
the Rayleigh frequency must be filtered out of the measurement or it overwhelms the results. It is
also important to note that because the virtual states aren’t Stable states. Their energy is
determined by the frequency of the light source whereas the vibrational states are dependent on
the molecule and its local environment. This means that Raman spectra for molecules are
somewhat independent of the frequency of light used to excite them.

Intense scattering is caused by vibrations which cause a change in the polarizability of the

molecule, and symmetric vibrations cause the largest changes. The frequency shown in Raman
plots is the result of the measured frequency subtracted from the frequency of the incident light.

The intensity of the light emitted each frequency delta is then plotted. An example for

Dichloromethane is shown in Figure 3.2.
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Figure 3.2 Example Raman spectra of dichloromethane®’

Group theory is frequently used to help assign intensity peaks at certain frequencies to
vibrations. For simplicity, | will not discuss this important aspect of spectra interpretation here.
As the molecules get larger and more complex, assigning peaks to individual vibrations becomes
more challenging and a common approach is to break down the problem into characteristic
features. What is commonly done in research currently is to make use of the vast libraries of
information about vibrational spectra to assign peaks seen in spectra to specific vibrations.

One of the most important aspects about vibrational spectroscopy is that the vibrational
states of molecules and their bonds can vary significantly in different chemical environments. As
an example, the characteristic vibration of the C=N bond in Acetonitrile has characteristic
frequency of 2254 cm™. However, when Nitrogen is coordinated to a cation such as Li*, the
characteristic frequency shift increases to 2277 cm™ 8 If the components of a solution or
electrolyte are known, information can be gathered about the chemical environments of the

constituents and even properties such as solvation structures of ions can be deduced.
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3.1.1 Raman Spectroscopy of Liquefied Gas Electrolytes

The Raman spectroscopy of liquids is often performed in glass vials. When working with
liquefied gas electrolytes, there is an additional complication due to the moderate pressures
involved. Previous measurements of high-pressure systems (even explosive reactions) have
previously successfully been taken, however, the apparatuses used were often custom and
prohibitively expensive for our systems'®. Additionally, as | was interested in trying to find the
chemical environments of molecules that made up only a small percentage of the volume of
electrolyte, it was important to design a device capable of holding a relatively large amount of
liquid in order to boost the signal to noise ratio of measured electrolyte. This required a new
design that was both chemically and mechanically compatible with all the components of the

liquefied gas electrolytes being explored.

~

Figure 3.3 — Custom designed Raman setup. (a) 3 deices. (b) Device underneath the Raman
microscope

The device (Figure 3.2), leveraged and adapted parts used in the refrigeration industry. The
devices were rated up to 650 PSI, and thorough vetting of chemical and mechanical

compatibility was conducted before use for the Raman measurements.
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3.1.2 Molecular Dynamics Simulations
Molecular dynamics simulations are a tool used to aid in the understanding of systems. In
principle, they take estimations of the interactions between molecules and use these to obtain
predictions of bulk properties of systems. Often thought of as “bridge” between theory and
experiment, these simulations allow researchers to test theories and models of microscopic
behavior of systems. The bulk properties predicted by the models can be compared to
experimental results which enables (at least partial) validation of theory and models developed.
If accurate estimations of interactions between atoms and molecules are made, understanding of
how these interactions relate on the microscopic scale to result in bulk properties can be obtained.
This is also especially helpful for understanding of systems that are difficult (or impossible) to
reach experimentally due to high pressures or temperatures. °
The basis of molecular dynamics is obtaining a numerical step-by-step solution of classical

equations of motions.

fi =m¥;
_ d
fl_arl

The forces f; acting on the atoms are derived from the potential energy function

U@
Where r" represents the set of 3N atomic coordinates. Defining this potential energy is one of
the main challenges associated with molecular dynamics simulations. The most common
approach is to define a potential function and then use both empirical and first-principles data to
parameterize these functions.

In classical molecular dynamics, the potential function is the sum of the non-bonded
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interactions, and the bonded interactions as shown below:
U= UNonBonded + UBonded
The nonbonded interactions are often defined as the sum of the repulsion and dispersion energy

and the Coulombic Potential

UNonBonded — UReplusionDispersion + UCoulombic

) ] ) o\12 o\ ©
UReplusmnDzsperston = 4¢ [(_) — (_) ]
r r

[ Coulombic — @10,
4meyr

Where o, the diameter, &, the well depth, and Q,, Q,, the charges are the variables that require
parameterization.
The bonded interactions are often defined as the sum of the bonds, bends, torsion and

dihedrals as shown below

[yBonded — [jBond + [jBend + yTorsion

1 2
yrond = 5 Z ki (1ij = Teq)

Bonds

1 2
yPend = 5 z kijic (Bijic = Beq)

Bends

, 1
yTorsion — E Z Z kg,r{'ll (1 + COS(mQ)ijkl - Ym))z

Torsions m
Where ki, 7,4, kf’jk, Beq: kf}',’c’l‘, ¥ are the variables that require parameterization.

The combination of the function and the parameterization of the variables are known as the
“force-fields” of the system. There has been a large amount of effort in the community to derive

the most accurate forcefields for molecules. One of the main challenges in developing the

models is to balance the tradeoff between accuracy (usually requiring more complicated models)

18



and computational efficiency. Approaches to parameterize models have used both first-principles
calculations as well as empirical methods to determine the most accurate parameterizations.

Once the force-field is defined, an algorithm must be used to integrate Newton’s equations of
motion for all the particles in the simulation system simultaneously. Typically, this can be on the
order of hundreds to millions of particles, and simulation types typically run from a few pico
seconds to hundreds of nano seconds. The used algorithm must therefore be efficient and
accurate.

The user must also select which “ensemble” they wish to use. The natural ensemble for
Molecular Dynamics is the microcanonical ensemble NVE where the number of particles,
volume and energy are kept consistent. Simulations are often performed that replicate as best as
possible the experimental setup such as NPT (number of particles, pressure and temperature are
held constant), and NVT (number of particles, volume and temperature are held constant).?

Finally, an experimental system may contain a huge number of particles N, = 6.02 - 10%3
molecules. A typical simulation contains 10 molecules. This means that in the simulation box,
many of the particles are “interacting” with the surface of the defined simulation box — which is
not appropriate for studying bulk properties. To account for this periodic boundary conditions are
utilized. A 2D representation is shown in Figure 3.4. Small boxes are replicated in all directions,
and if a particle leaves the box it is replaced by a particle entering from the other side. More

advanced techniques allow the use of boundaries for studying different boundary conditions.
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to capture this molecular polarizability.

3.2.1 Polarizable Force Fields for Li-ion Electrolytes
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Figure 3.4 — Depiction of periodic boundary conditions used in molecular dynamics
simulations®!

Additional difficulty is introduced into accurately modeling molecular force-fields when
there are molecules with strong dipoles or ions in solution. In particular, the Li ion is very small
and can get very close to either anions or solvents significantly polarizing them. In classical
molecular mechanics, this polarization is not accounted for. It has been shown, however, that the
polarization of anions and solvents makes up for almost a third of the binding energy between

these and Li ions. For this reason, when modeling Li electrolytes, it is important for the models

A number of different methods have been proposed to do this?? with different trade-offs
in efficiency and accuracy of the methods. In this work, the APPLE&P forcefield method
developed by Oleg Borodin? is used. In the most simplified description, the polarizable

forcefield includes an additional term in the model of the Nonbonded potential energy.

UNonBonded — UReplusionDispersion + UCoulombic + UPolarization



Detailed information on the models and parameterizations of the variables can be found

here?*
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Chapter 4. Combined Economic and Technological Evaluation of

Battery Energy Storage for Grid Applications

4.1 Introduction

a C

Charge Discharge b Discharge

\

Charge 'A

=
c A s
2 ' 8
5} Actual Price Py ./
» o m '
8 Marginal
L2 Cost of
—/ \/Congestion
(MCC)
‘\_/ Forecast Price
Time (Hr) Time (Hr)

Ramping Required

Demand (MW)
Power (MW)

@ LAJOLLA_6_NOOT

Time (Hr)

Time (min)

Figure 4.1 California electricity transmission paths and the four applications examined. The
central image b shows where the data was obtained. The red dot shows the primary node
(LAJOLLA _6), from which the pricing and power data used in this paper were obtained for the
application duty cycles. The green paths show the location of California’s two major
transmission paths and the corresponding ancillary service regions NP15 (North of Path 15),
SP15 (South of Path 15) and ZP26 (South of Path 15 and North of Path 26). The graphs
(clockwise from the top-left) depict the four different application duty cycles considered in this
paper. a, Energy Time-shift. ¢, Congestion Relief. d, Flexible Ramping, and e, Frequency
Regulation.

Energy storage systems (ESSs) play critical roles in the successful operation of energy
grids by better matching energy supply with demand and providing services that help grids
function. The use of ESSs require that they are economically viable for the owner of the system.

Batteries have drawn much attention for grid-scale storage due to their scalability and ability to
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perform a variety of functions. Grid connected batteries provide a wide range of potential
revenue depending on the application. For a summary, see Eyer and Corey?®, where they report
opportunities for batteries to participate in applications like arbitrage, congestion relief,
renewable integration and grid ancillary services. By participating in these applications, batteries
help to maintain and improv performance of the grid while potentially providing a source of
revenue to the owner. For economically feasible implementation, accurate estimates of revenue
are required across battery technologies and applications of the battery to assess the financial
potential of the device. From the perspective of modelling revenues, constructing accurate
estimates of revenues requires models that take the rules of operation, realistic market prices for
services, and the energy and power constraints of the storage device into account.

Previous estimates of revenue vary greatly, based upon the particular market, storage
technology, and on the assumptions of the operation of the storage technology?%-2°. For example,
a summary by Fitzgerald et. al estimates revenues for load shifting that equate to the operation
of a IMWh battery from near $0 to $274 per day*®. Such large variations can be attributed to
uncertainties in operating conditions. Additionally, the literature often overlooks the interaction
of the storage technology with the application itself, assuming similar performance of a
technology across different applications. This problem is seen in the evaluation of battery
technologies where typical battery testing uses a constant current mode where the
electrochemical voltage change is tracked as a function of time.

A more precise understanding of potential revenues and ESS valuation is obtained by
making modeling choices as close to real world applications as possible and by testing batteries
on schedules that mimic these applications. This includes following the rules of particular

markets as closely as possible, choosing schedules for the operation of the storage device using
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forecasts rather than known energy prices. Testing batteries using varying dispatches and rates of
power dictated by the application will likely lead to values of coulombic efficiency, voltaic
efficiency, and total energy efficiency that are different from the values obtained from traditional
testing methods like constant current mode.

Sandia National Laboratories separates the revenue-generating grid applications into five
categories, with one category devoted to utility customers®. By choosing applications that are
included in the remaining four categories (electric supply, ancillary services, grid system
applications, and renewable integration), we are able to gain a broad understanding of the
revenue generation and storage performance across the whole system. The applications we
examine within are: time-shift in the day-ahead market (DAM) (Figure 4.1a), congestion relief
(Figure 4.1c), flexible ramping (Figure 4.1d), and frequency regulation (Figure 4.1e). The energy
shifting timescales of all these applications are relatively short, with the longest discharge or
charge for all applications spanning 3 hours maximum. Using data from the California market we
evaluate five different battery chemistries. Our calculations use market prices where available
from the California Independent System Operator (CAISO) market and are computed over a
period of two years of virtual operation of the device. Each revenue calculation produces a duty
cycle (power profile, see the definition from Sandia National Laboratories®!) for the batteries
which is used to test the performance of the batteries.

We evaluate revenues with a model of the storage device and show that both revenue and
the best application of any ESS are highly dependent on cell level battery efficiency of the ESS.
We establish a technique to measure the efficiency of the batteries performing these application-
based duty cycles and show that battery efficiency in turn depends on how the battery is utilized

to generate the revenues. Because the revenue of each application is dependent on the efficiency
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of the battery this results in non-obvious optimal battery/application pairings for revenue
generation. This study integrates both the economic evaluation of storage with parameters
generated from testing the batteries under the scenario used to construct the revenues and
demonstrates the importance of application-based battery evaluation for grid-scale revenue

prediction.

4.2 Materials and Methods

4.2.1 Revenue and duty cycle development

The California Independent System Operator (CAISO) provides public market results
data via the Open Access Same-Time Information System (OASIS) web-portal?®. The primary
node of interest is LAJOLLA 6 NOO1 at which energy imports/exports between UCSD and
CAISO are settled. LAJOLLA 6 _NOO01 is located south of transmission paths 15 and 26, hence
mapping it into ancillary service regions AS _CAISO, AS SP15 and AS SP26 and their
expanded forms. The 4 application duty cycles were developed to maximize revenue in 4
products that the CAISO offers: Energy time-shift, congestion relief, frequency regulation, and
flexible ramping. All of the decisions by the algorithm are made in ‘real time’ using only data
that would be available to an operator in the construction of forecasts on which decisions are
based. To start in January 2013 and use past data we required data before January 2013 to
construct the forecasts. This is why we obtained 3 years of data, where available, from January

2012.

4.2.2 Time-shift and Congestion Revenues
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For the time-shift application we used the DAM data and obtained hourly price and load
data from January 2012 to December 2014. As with all price data (DAM and RTM), the price
data is made up of three components. The Locational Marginal Price in $/MWh consists of
Marginal Cost of Energy, Marginal Cost of Congestion (MCC), and Marginal Cost of Loss
components. We downloaded hourly Locational Marginal Prices and their energy, congestion and
loss components in $/MWh. We made forecasts of the price and load from January 2013 to
December 2014.

The forecasting model considered past prices and load data. Forecasts for each day are
made and locked in at 10am the prior day per the CAISO rules. Using these forecasted prices and
loads and the physical limits and characteristics of the battery (Figure 4.2), a linear optimization
program constructed the schedules for each day. These schedules were applied to the actual load
and pricing data to give accurate revenue results. The algorithm also produced a 2-yearlong duty
cycle for the application. From the 2-yearlong duty cycle, a representative week-long duty cycle
was created. For the congestion application, the methods were almost identical for that of the
time-shift application, however, this application is optimized to minimize the expected
congestion component. This means that the battery charges when the MCC is low, and discharges

when the MCC is high.

4.2.3 Ramping revenue

At the time of the study there was no market currently in place for the ramping
application. To model the demand and energy prices we constructed a model based on the
description by the CAISO. The flexible ramping requirement is made up of two components,

the part due to the net demand forecast change and the component due to uncertainty over this
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net demand forecast. The CAISO attempts to find a percentile of the forecast distribution of
energy supplied, constructed as a mean plus forecast error variation around the mean. These
numbers are constructed by using the running of the market clearing algorithm at the time energy
is committed (which has a forecast of demand change) and the value determined right before
delivery. For our models, we use an approximation to determine, for any 15-minute interval,
whether or not the ramping up or ramping down markets will be operational. The reason we do
not need the overall quantity of demand in these markets is that the storage devices we consider
are very small relative to the overall markets, and hence we assume that the quantity demanded
will be far in excess of the capacity of the storage device.

To do this in the absence of the results from the real-time algorithm that clears the market
prices, we approximated the process using 5-minute load data available from the CAISO. This
data is for all of California. We used this data to construct forecasts of the 5-minute load using
rolling forecasts. These forecasts are then used with the load data to construct whether or not
demand for flexible ramping up or down is likely for any 5-minute interval. However, bidding in
the RTM is done on a 15-minute basis. We aggregated to 15-minute periods by assuming that if
the market is operational for any 5-minute period in the fifteen minutes then it is operational. For
our revenue calculations, this means that if we have an energy bid in the RTM for a particular 15-
minute period and we have the capacity to offer ramping (typically this means that if we are
buying energy at full power we allow the CAISO to reduce power hence allowing ramping down
and then obtain less power than we contracted for, the opposite for when we have a bid that is
selling energy to the grid) then we can offer it so long as the market is operational. If not, we
cannot make a bid in this market. We used a fixed capacity price of $5/MW.

In the CAISO rules, there is no guarantee of actual uptake of energy once a bid is
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confirmed. This means that the battery owner loses control of the SoC and must recharge it in the
RTM. Due to the CAISO rules, this requires waiting 75 minutes after each use of the battery in
the regulation market. The linear optimization program takes this stipulation and the forecasted
prices of the RTM into consideration when producing the optimal schedule for operating in the

regulation market.

4.2.4 Frequency regulation revenue

For the frequency regulation application, the capacity payment and mileage payment data
were available from January 2012 to December 2014. Demand and pricing forecasts were
constructed in a similar method to that of the time-shift and congestion cycles. The demand data
for the frequency regulation application was simulated. The CAISO only provides a single week
of state level demand data in the form of an (Automatic Generation Control) AGC signal. The
AGC signal provides the system wide capacity procured every 4 seconds, giving 151200
intervals. The data includes values for the Regulation Down Capacity, Regulation Up Capacity
and the AGC signal for procurement. The first two of these are positive, the AGC signal follows
the CAISO convention of being positive for energy supplied by generation (Regulation Up) and
negative for energy removed by generation (Regulation Down). We aggregated this data to the
payment period and constructed probabilities of up or down regulation demand based on the
aggregate data (this is relevant since payments are also on the aggregate).

There are instances for which the AGC signal capacity is higher than the system wide
capacity indicated. For these we set the AGC signal equal to capacity (this is AGC Trimmed in
the data). For any four second interval (observation) we compute the proportional take-up of

capacity in any period whilst preserving the sign indicating regulation up or down. As discussed
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in the previous subsection on ramping, application of the battery in this market (non-REM
regulation) results in no guarantee of uptake of the offer for regulation services. We follow a
similar strategy as in the last paragraph on ramping to ensure the battery does not exceed its SoC
limits. Downtime waiting for charge/discharge in the RTM reduces the value of the battery in
this application.

To model week to week variation through the two years we followed an approach in
Donadee and Wang that models demand using an AGC signal at the hourly level relevant for cost
calculations.?® In this model demand for up and down regulation is modelled as a function of the
previous hour demand and a function of the AGC signal plus four variables that capture intraday
seasonality using a Fourier approximation. We ran the regression for the week of data from
CAISO to estimate the coefficients of the model separately for regulation up and regulation
down and estimated the residuals from these regressions. The two year-long demand sequence is
then generated from these regressions (again separately for regulation up and down) using a

nonparametric bootstrap.

4.2.5 Cell level testing

Tests were carried out on the batteries using an Arbin Laboratory Battery Testing cycler.
Each duty cycle was carried out on a separate battery. The Lithium-lon (LFP, NMC) and Nickle
Cadmium (NiCd) batteries were purchased from Tenergy®?3*. The Lead-Acid (PbA) battery was
purchased from EnerSys®®. The Sodium-lon (Alv) battery was provided by Alveo Energy® and
was under development at the time. Due to the availability of the batteries from Tenergy, the LFP
and NiCd batteries were tested using two different form factors. These batteries differed only in

the capacity of the battery. Using the Ragone method to calculate the correct max S& and max P¢
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for each application ensured that the different sizes of the batteries had no impact on the

efficiency calculations.

4.2.6 Ragone

Prior to each Ragone test, each battery underwent 3 break-in cycles, cycling at constant
power at rates equivalent to E/P=2 according to the manufacturers advertised cell capacity
between the manufacturer’s specified voltage limits. A power cycle at a rate equivalent to
E/P=20 was then performed before carrying out the Ragone test. The Ragone test was executed
by power cycling the battery at rates equivalent to E/P ratios of 20, 10, 5, 2, 1. The Ragone data
shown in Figure 3c, d is averaged over the results of 10 of each battery chemistry.

As described in Fig. 3, the estimations of max S¥ and max P¢ were made from the
Ragone plot for each battery and each application for E/P ratios of 1 and 3. Subsequently, max yg
was interpolated from the voltaic efficiency vs power plot. Originally, we had used the energy
efficiency at each power (Fig. 3b), however, this often resulted in an under-estimation of the
efficiency, and so we switched to using the voltaic efficiency. For the time-shift, congestion, and
frequency regulation applications, the SoC limit (20-80%) was selected to ensure that all battery
chemistries could safely, and repeatedly complete the week-long duty cycles. This limit was
primarily based on the performance of the PbA and NiCd batteries, whose voltaic efficiencies
were difficult to estimate. Due to the overestimation of the efficiency, the battery rapidly
approaches, and surpasses its voltage limits, causing failure. While extending the state of charge

limits allows a larger portion of the battery to be used, it ultimately leaves less room for error.

4.2.7 Time-shift and congestion testing
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Prior to each duty cycle, the batteries were power cycled at the selected operational
power for each duty cycle (max P¢ , and max PP ). The maximum charge capacity of this cycle
was used to calculate the SoC for the rest of the duty cycle. The batteries were discharged at
power max PP to their advertised lower voltage limit, and then recharged at power max P¢ to
the correct SoC to begin each day. For the time-shift and congestion applications, the economic
results set this to 20% of the entire SoC range. In current literature batteries are often charged
and discharged to SoC limits based on capacity’. This artificially sets the coulombic efficiency to
100%. By adding this top-off step we are able to separate the energetic efficiency into its
coulombic and voltaic components. This separation helps us to better understand the effects of

the duty cycles on the chemistries

4.2.8 Ramping testing

As there was no available data provided by the CAISO on the shape of the ramping cycle,
a linear ramp from 0 Watts to max P¢, or max PP ,was used for each event of the duty cycle.
P¢/2. This 